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Abstract

Employing the Lax pairs of the noncommutative discrete potential Korteweg—de Vries (KdV) and Hirota’s
KdV equations, we derive differential-difference equations that are consistent with these systems and serve as
their generalised symmetries. Miura transformations mapping these equations to a noncommutative modified
Volterra equation and its master symmetry are constructed. We demonstrate the use of these symmetries to
reduce the potential KAV equation, leading to a noncommutative discrete Painlevé equation and to a system
of partial differential equations that generalises the Ernst equation and the Neugebauer—Kramer involution.
Additionally, we present a Darboux transformation and an auto-Backlund transformation for the Hirota’s KdV
equation, and establish their connection with the noncommutative Yang-Baxter map Frrr.
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1 Introduction

The notion of integrability for (systems of) differential, differential-difference, and difference equations is well
established and incorporates various aspects, such as Lax representations, Miura and Bécklund transformations,
soliton solutions, and infinite hierarchies of symmetries and conservation laws, to name a few. Connections among
different types of integrable systems are also well known; for example, evolutionary differential-difference equations
serve as symmetries of difference equations, while difference equations may express the superposition principle for
Backlund transformations of differential equations. Interrelations among different aspects of integrability are also
well established. For instance, a Lax pair can be used to construct symmetries and auto-Béacklund transformations
for the corresponding integrable system, whereas symmetries may provide a link between continuous and discrete
integrable systems.

Various methods and approaches exist for establishing the integrability of systems with commutative variables.
In the case of the discrete systems, it is well known that multidimensional consistency provides a powerful tool
for constructing both a Lax pair and an auto-Bécklund transformation; see, for example, [11] and references
therein. Symmetries can be derived systematically either from first principles (see [10, 21]) or through the theory
of integrability conditions (see [3, 13, 14, 15, 23]). Many of these structures and methods naturally extend to
the noncommutative setting. In some cases, this extension is straightforward; in others, it requires more intricate
constructions and computations.

In this paper, we derive generalised symmetries of noncommutative difference equations defined on an elementary
quadrilateral of the Z? lattice. Our approach follows that of [10], which systematically derives symmetries using
the Lax pair of the underlying discrete system. This method extends naturally to noncommutative settings and
offers a broadly applicable framework. To demonstrate its effectiveness, we consider two illustrative examples. We
begin with the discrete potential KdV equation [8, 5]

(Uo,o - Ul,l) (ul,o - uo,l) =a-— 4,
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where «, 8 are commuting parameters, and its corresponding Lax pair, from which we derive the lowest order
generalised symmetries. These symmetries are non-polynomial differential-difference equations,
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that generalise those of the commutative case [21].
We employ these symmetries in two distinct settings to reduce the discrete potential KAV equation. The first
reduction yields a three-dimensional map related to the difference equation

TfnJrl (YnJrlYn - T)il + Tfn (Ynlen - T)il + TAnerYr_Ll + /\n+m+1Yn + 9dm + fnJrl - 07

which can be viewed as a noncommutative discrete Painlevé IT equation.
In the second context, we establish a correspondence between a class of solutions of the discrete equation and
solutions of the integrable system of partial differential equations
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The integrability of this noncommutative system is established by the existence of a Lax pair and an auto-Backlund
transformation. Moreover, it incorporates and generalises well-known systems from Mathematical Physics, includ-
ing the Ernst equation and the Neugebauer—Kramer involution.

Our second illustrative example is Hirota’s KdV equation [5],

-1 -1
U0 + QU g — QUG — ULl = 0.
Using its associated Lax pair, we derive the corresponding generalised symmetries.

d’u,o)o
dty

du do . -
d;,o = 1, with fy o = (wo0u-1,0+ @) .

=w0,0f1,0 — fo.0u0,0, =nuoof10— (n—1)fo0u0,0,
We show how these symmetries can be used to reduce the equation to a six-dimensional map, a consequence of both
the equation’s scaling symmetry and the non-commutativity of the variables. Furthermore, we construct an auto-
Béacklund transformation via a Darboux transformation that leaves the Lax pair covariant. This transformation
involves an auxiliary function, and its superposition principle yields the noncommutative Yang—Baxter map Fys [7].
Moreover, we employ the Béacklund transformation and its superposition principle in the construction of solutions
of the Hirota’s KdV equation.

We also show that the symmetries of both equations can be mapped, via Miura transformations (see (11) and
(50) below), to the modified Volterra equation [6] and its master symmetry,

d
=y (vy —v_1)vy and % =vy((n+1)vy — (n — v_1) vy,

dvo
dt,

respectively.

The paper is organised as follows. The next section sets the framework, providing key definitions and establishing
our notation. Section 3 deals with the symmetries and reductions of the discrete potential KdV equation, while
Section 4 discusses the symmetries and the auto-Backlund transformation of Hirota’s KdV equation. The concluding
section summarises our main results, presents additional examples (such as the noncommutative discrete nonlinear
Schrodinger system [12]), and outlines possible directions for future research. Finally, the appendix contains detailed
derivations and proofs of various statements made in the main body of the paper.



2 Noncommutative setting and notation

In this short section, we present all the necessary definitions to make our presentation self-contained, and introduce
our notation.

In the following sections, we consider difference and differential-difference equations with noncommutative
variables taking values in a division ring 4l over a field of constants F of characteristic zero. The elements of i do
not necessarily commute, and the field F lies in the centre Z(4) of 4l. We denote elements of Z (1) by italic letters,
and all other elements of I by bold letters. In particular, we use the symbol 1 to denote both the unit of the field
and the unit of the ring, trusting that this will not lead to confusion.

The equations we are interested in involve functions depending on the two discrete variables n,m € Z, and
their dependence on these variables is denoted with indices, i.e., w(n +i,m + j) = u;, i,j € Z. There are two
automorphisms (shift operators) S and T acting on u; ; as S"T°(u; ;) = T°S"(w;j) = Witr j+s. We also have an
involution on Y defined in the following way.

Definition 1. An F-linear map 7 : 34 — U satisfying 7(a) = «, for any o € F, 7(u) = w for any generator u of
i, and T(xy) = 7(y)7(x), for any x,y € 4, is called a transposition.

In order to define symmetries, we need the notion of derivation.

Definition 2. An F-linear map 0 : 4 — il satisfying () = 0, for any a € F, and the Leibnitz rule, i.c.,
d(xy) = 0(x)y + xI(y) for any x,y € U, is called a derivation of L.

Derivations 0F of algebra i, commuting with the automorphisms S and 7, are called evolutionary. It is
sufficient to define an evolutionary derivation on wug o as Or(uo,0) = Foo € 4. The evolutionary derivation O is
in one-to-one correspondence with the system of differential-difference equations

dul-_,j

T ST/ (Fopo) =F;j, i,j€Z.

By a symmetry of a difference equation we understand an evolutionary derivation O which is compatible with the
equation, or, equivalently, the evolutionary differential-difference system of equations G,ugo = Fo, is consistent
with the difference equation. Symmetries OF and dg are called commuting, if [0F,dg] = 0. Symmetry dps is
called a master symmetry if [Onr, O] # 0 and [OF, [Onr, OF]] = 0, where [-, -] denotes the standard commutator.

3 The noncommutative discrete potential KdV equation
The noncommutative discrete potential KdV equation

(wo,0 —u1,1) (W10 —wo,1) =a—f8 (1)

was first introduced in [8], where its initial value problem was also analysed. Additionally, it was derived as a
reduction of the noncommutative discrete Toda chain in [5].
It can be readily verified that equation (1) is invariant under the following transformations,

Wij = Wij+ €1, Wij— i+ (=1 e €T, (2)

as well as the conjugation u; ; — xu, jz~!. We are interested in finding the lowest order generalised symmetries
of (1), and for this purpose we employ its Lax pair, given by

o —
W, o= LooPgo = (u(lJ’O « _u??)’oul’O) Po,0, (3a)
u — A — ugou
W1 =M oPo0= < (1J’0 p _qu’O 0’1) Wy 0. (3b)



To construct generalised symmetries of (1), we seek an evolutionary derivation of the form

d _
T %o.0 = A0,0%0,0,

which is compatible with (3a). This leads to the compatibility condition
d
&Lo,o + Lo Ao = Ai0Lop,

where the derivative acts on wg ¢ and its shifts, as well as on «, all of which appear in the elements of matrix L.
Assuming that Ag o = L(I(l)QO)O, where L(I(l) is the inverse of Lg ¢ and Q  is independent of A,

-1 _ 1 ui,o «— A— u1,0U0,0 _ [@o,0 bo)o
Ly,;= and Qo= ,
O a—A 1 —Ug,0 ' coo doo

the compatibility condition becomes

dL
d;),o + L1,0Qo,0 = Q1,0Lo0- (4)

The M-independence of matrix @ and the (1,1) entry of (4) yield that ¢g o = 0. In view of this, entries (2,1) and
(1,1) of (4) lead to

L

dUQ70
dt
The (1,2) element of (4) is linear in A. Requiring the coefficient of A to be zero and taking into account the
first equation in (5) we find that d2 ¢ = do,0 which implies that d is periodic with period 2. Since this function
corresponds to the translation symmetries (2) of (1), we choose dogo = 0 without loss of generality. The A
independent part of the (1,2) element and relations (5) lead to

=dy,0—ago and bgo = ug,0do,o — ao,0U—1,0. (5)

do
aoo(w1o —u—_1,0) — (u20 —ugp)aio+& =0, where &= G
which imply that!
a070 = —(,LL1 —+ ILLQ’II)(ULO — 'U/,L())il and 5 = — U2, i S F (6)
In view of these, equations (5) become
du da
d(;"o = (1 + pan)(u10 —u_1,0)"", T = M (7a)
and
bo,o = (11 + pan) (w10 — u_1,0) 'u_1,, (7b)

respectively. This means that there are two evolutionary derivations compatible with (3a) corresponding to the
two parameters appearing in (7). Summarising,

Proposition 1. The systems

d¥ 0 d¥ 0
W, 0= Lo,o%o,0, = A0,0%0,0, =nAo,0%Po,0, (8)
dtl dx
where Ly o is given in (3a) and
1 —U1,0@0,0 U1,000,0U-1,0 . -1

Agop=—— e T ' with  ago= (w10 — u_ , 9
007 X ( —ao,0 ap,oU-1,0 0.0 = (U0 10) )

are Lax pairs of the differential-difference equations

dug 0 duo,o da

0 _ d AL —— =1 10
q, %o an a0 o , (10)

respectively.

IThe choice of the negative sign is for convenience.



Lattices (10) are related to the noncommutative modified Volterra chain via a Miura transformation. More
precisely,

Proposition 2. The Miura transformation
-1
vo,0 = (U1,0 —u-10) (11)
together with the change of variables t1 — —t1 and x — —x, maps lattices (10) to

d'UO 0

s

dt;

= 0,0 (’01,0 - v—l,o) Vo,0 (12)

and d
v v
d;o = 0,0 ((n + 11,0 — (n —1)v_1,0) V0,0, (13)

respectively. Moreover, this transformation maps matriz Lax pairs (8) to the scalar Lax pair

_ dooo  0,091,0 + P00
P20+ ”1,(13¢1,0 = A 0, dt; A (14)

for equation (12), and to the scalar Lax pair

_ dé,o v0,001,0 + o0 dA
P20+ ”1,(1J¢1,0 = A0, 1 " \ C dr 1 (15)

for equation (13).

Proof. If we rewrite the Miura transformation (11) in the form v, é = u1,0—U_1,0, and differentiate it with respect

to t1 or x, while taking into account that the lattices (10) can be expressed as d;‘tol*o = wvyp,0 and dg;*o = nvo,0,
respectively, then the lattices (12) and (13) follow.
For the Lax pairs, we consider the discrete part of (8) with ¥g o = (1/;070 ¢010)T, ie.,
Y10 =0,0P 0+ (@ — A —u00u10)P0, P10 =Yoo~ U1,0900- (16)
The second equation readily leads to 1 o = @y o + w100y o, in view of which, the first equation in (16) becomes
$20 + (u2,0 —u0,0) P19 = (@ = NPy - (17)
Moreover, we consider the second component of the differential equations in (8), i.e.,
dey 1 dey n
— = —— (—a “+ agou_ , ——0— = —ay. —+ agou_ .
i Y (—@0,0%0 0 + @0,0u—1,0000) e T (—a0,0%0,0 + @0,0u—1,090 )

Substituting ¥ o = @1 ¢ + u1,09 9, the above relations become

deg o 1 deg o n

dt, T a_\ (_ao,o¢1,0 - ¢0,0) ) dr  _ a— (—ao,o¢1,0 - ¢o,o) . (18)

Finally, we use transformation (11) along with t; — —¢; and x — —z, as well as we change « — A to A. In view of
all these changes, (17) and (18) lead to the Lax pairs (14) and (15), respectively. O

Remark 1. Lattice (13) is the master symmetry for the modified Volterra equation (12). Indeed, their commutators
yields
d’vo)o
dto

which is the second member of the modified Volterra hierarchy and commutes with (12). It is worth noting that
the Volterra lattice (12) was first introduced in [6], and corresponds to the equation denoted by mVL? in [1] with
a = 0; see also [17].

= v0,0v1,0 (V2,0 + V0,0) V1,000,0 — V0,0V—1,0 (V0,0 + V—2,0) V_1,0V0,0, (19)



Moreover, differential-difference equations (10) are compatible with the discrete potential KAV equation (1)
and we refer to the former as generalised symmetries of the latter.

Proposition 3. The lowest order generalised symmetries of equation (1) in the first direction are generated by

d'U/()yO

-1
T (w10 —u_10) (20)
and d d
Uuog.0 —1 (0}
2 = — _ _— = —1 21
I n(uio—u_10) , 1w : (21)
respectively.

Proof. Differentiating (1) with respect to t; and using (20), we arrive at

((ULO — U71,o)71 — (u2,1 — uo,l)il) (w10—uon1)+
(wo,0 — u1,1) ((uz,o - uo,o)_1 — (w11 — u71,1)_1) = 0. (22)

We can replace ug 1 using the forward shift of equation (1). Indeed, the latter can be written as

g1 =10 — (@ —f) (ugo—u11)" " = a1 — oy =uio—uo1 — (@ —B) (U0 —ui1) .

Using (1) to replace w10 — ug,1, we arrive at
U211 — U1 = (04 - ﬁ) ((Uo,o - 7141.,1)71 - (U2,0 - Ul,l)il)
1

= (04 - ﬁ) (uo,o - 7141,1)71 (uz,o - uo,o) (U2,0 - U1,1)7 .
Hence,
(wg1 —up1) " = (= B) 7! (w0 — wr1) (U2 — wo0) ' (w00 — ui1). (23a)
Shifting the latter relation backward in n we get that

(w11 — u—l,l)_l =(a—B)""(u1,0—uo1) (w10 — u—l,O)_l (u—1,0 —uo,1) - (23b)

Substituting (23) into (22) and taking into account (1), equation (22) becomes an identity.
To show that (21) is a symmetry of (1), first we rewrite it as

d’LLO 0 d’LLO 0 da
2 = 2 _— = —1 24
dz Tdt, 0 dw 24)
Then we differentiate the potential KdV equation with respect to  which leads to
dQ

no— = (u21 — uo.1) " (1,0 — Uo1) + (o0 — ur1) (uz,0 — uop)  +1=0,
1

where @ denotes the left hand side of (1). Taking into account that the first term vanishes modulo (1), relations
(23) and the potential KAV equation (1) turn the above relation into an identity. O

Remark 2. Another symmetry of the potential KAV is generated by

1

du
0,0 T _ugp
2(a—B)

. _ -1
de =n(ui0—u_1,0) -+

(25)

This symmetry, however, cannot be derived using Lax pair (3).

Working in the same way or using the invariance of (1) under the interchanges u; ; <> u;;, o <> 3, we can find
symmetries in the other direction. More precisely, we can prove the following.



Proposition 4. Fquation (1) admits three generalised symmetries in the second direction given by

du070

-1
ds; (uo,l Uy, 1) ) ( )
dug,o —1dg
= — _ — =1 27
y " (wo,1 — uo,—1) m : (27)
and d )
Uuop,0 —1
2 pr— —_— — - 28
i m (ug1 — Uo,—1) Y ) 0,0, (28)
respectively.

In what follows, we employ these symmetries to reduce equation (1) to a noncommutative discrete Painlevé
equation and to relate some of its solutions to a system of partial differential equations..

3.1 Symmetry reduction and noncommutative maps
Equation (1) admits the five-point generalised symmetry
Foo=(n+4p)(uro—u_10)""+(m+pu2) (wo1 —uo_1)"" + A1 + da(—=1)".
To find solutions of (1) satisfying the constraint Fy o = 0, we introduce the functions
0,0 = U1,0 — 0,0, Yo,0 = U0,1 — U0,0, (29)
which satisfy the compatibility condition
To,1 +Yo,0 = Y1,0 + To,0- (30)

Using (29), their shifts, and the relation (30), we can rewrite equation (1) as a system for the functions  and y in
either of the following equivalent forms,

To1 = Yoo — T (CUO,O - yo,o) y Yi0= —Too T (3’30,0 - y070)71 ) (31a)

or
-1 -1
Zo,0 = Yoo — T (CUO,I + yo,o) y Y10 =7To1+T (CUO,I + yo,o) ) (31b)

where r := a — . In the same fashion, the symmetry constraint Fy o = 0 becomes

(n+ ) (oo +x_1,0) "+ (m+ 12)(Yo 0 + 3107,1)‘1 + A1+ X (=)™ = 0. (31c)

If the values of 10, Yoo, and g are known, then the corresponding shifts in the first direction can be
determined. Defining x, := ®_10, ¥, = Ygo, and z, = oo (see Figure 1), we can compute the updated
variables @, 11, ¥, 41, and 2,1 by using the relations (31) and their shifts.

In particular, from the identification x,,+1 = 2z, and the second equation in (31a), we obtain

Tyt =2n, Ypy1 = —2n—r(zn—y,)" " (32)
To determine z,,11, we first rewrite the symmetry constraint (31c) as
(n+ 1) (20 + @a) "+ (M 4+ p2) (Y, +Yo,1) 7+ A+ Ao (1) =0, (33)
and then consider its forward shift in n,

(n+ 1+ p1)(Znt1 + 20) 7+ (M4 p2) Yo +Y1,-1) "+ A= Ao (=) =0, (34)
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Figure 1: Variables x,, = uo,0 — u—1,0, ¥,, = 0,1 — 0,0, Zn = U1,0 — Up,0 ON the Z? lattice

The term y,, ;1 + y; _; can be expressed using the backward shift in m of the second equation in (31b), i.e.

Y1,-1=Zn 7T (zn + y07_1)_1, combined with the second equation of (32). This yields the identity

1 _ _
(yn+1 +y1.,—1) =T 1(zn+y07,1)(yn+y0_,,1) l(yn_zn)'

Substituting into (34), and using (33) to eliminate y, _, we derive

r(n+ 1+ ) (Zogs + 20) 71+ (20— Y) A(zn = ) = (104 2) (20 = y) + (A1 = A(=1)"™) =0, (35)

where A = (n+p1)(2n+Tn) "1+ A1 + A2 (—1)"T™. Rearranging this equation for z,, 1, together with (32), defines
a three-dimensional map for the variables x,,, y,,, and z,.

This map is related to a discrete Painlevé-type equation for the function Y, := y,,,; + 2,. In particular, the
quantity z, —y,, can be expressed in terms of Y, via the second equation in (32). Moreover, from (32) we obtain

(zn-i-l + zn)_l = (Yn-l—lYn - T)_l Yn-l—lu (zn + wn)_l = Yn (Yn—IYn - T)_l .
Substituting these expressions into (35) and simplifying yields the following noncommutative difference equation
TfnJrl (YnJrlYn - T)il + T.fn (Ynflyn - T)il + TAnerYr_ll + /\n+m+1Yn + 9dm + fnJrl - 07 (36)

where f, = n + g1, gm = m + p2, and A\x = A\; + Aa(—1)¥. We refer to this equation as the noncommutative
asymmetric alternate discrete Painlevé II equation, as it reduces to the asymmetric alternate discrete Painlevé 11
equation [9, 21] when the variable Y, is assumed to be a commuting variable. In this context, our results generalise
to the noncommutative setting the corresponding results obtained for the commutative discrete KdV equation in
[21]. For a recent study of noncommutative discrete Painlevé equations one may refer to [4].

3.2 Continuous symmetric reductions and a system of differential equations

Solutions of the discrete potential KdV equation generally depend on the parameters o and . In this section,
we focus on a special class of solutions of (1) that depends on these parameters and remain invariant under both
master symmetries given in (21) and (27). We refer to such solutions as continuously symmetric solutions, as they
satisfy the following symmetry constraints in addition to equation (1).

8'111070
da

8'111070

op

=-—n(u— U—l,o)_l ; = —m(ug; — uo.,f1)_1 (37)



Since this system involves six shifts of the field u, we may eliminate three of them to obtain a closed system for the
remaining variables. In what follows, we choose to eliminate w1, w—1,0, and uo —1, thereby reducing the system
to one involving only ug 0, ©1,0, and ©g,1. The elimination can be carried out systematically and the full derivation
is given in the Appendix.

To simplify notation, we denote the remaining variables by u := w0, w1 := u1,0, and ug := up,1. In terms of
these variables, we now state the following proposition.

Proposition 5. System

%—QE = = i 3 (w1 — ug) (m — g—; (ug — Ug)) , (38a)
1%} 1 15}
% = m (’LLl — UQ) (TL + a_z (ul - u2)> ) (38b)
0%u 1 ou ou Ou ou ou ou
9008 a—ﬂ(a_a(ul_“2)8_ﬂ+%(“1_u2)8_a+n8_ﬂ_m8_a)’ 35

determines the continuously symmetric solutions of (1).
This is an integrable system in the sense that it admits a Lax pair and an auto-Bécklund transformation.

Proposition 6. A Laz pair for system (38) is given by

or 1 —u1g—g ula—Zw tnu g or 1 —U2g—}§ Uzg—gw-i-mug o (39)
da a— A —g—g Faur+n 98 B- )\ —g—g g—gug—l-m '
Moreover, system
ou 1 - ou -
a_oz_a—/\(UI_u) (n+3_04(U1_u)) o
ou 1 _ ou -
95 = m(ug —u) (m + G_ﬂ(u2 - u)) (40b)
(u—11) (U —0) =a— A, (40c¢)
(u—a2) (ug — ) = 8 — A, (40d)

is an auto-Bdacklund transformation of system (38) and is invariant under the interchange of variables (u, w1, us) <
(@, w1, uz).
Proof. The first equation of the Lax pair follows from (8) by employing (37) to replace the negative shifts of w.

The second equation follows from the first equation and the invariance of (38) under the interchanges u; < wuo,
a + 3, and n <> m. The compatibility condition of (39) splits into two equations, namely

95A = 0,B, PIsA—ad.B +|A,B] =0,

where A and B are the matrices of the first and second equation, respectively, in (39). The (2,1) entry of the
second equation yields (38c), in view of which equation JgA = 0, B leads to the other two equation of (38).
Finally, in view of (38), the remaining equations of the compatibility condition hold identically.

Regarding the auto-Bécklund transformation, we employ the corresponding transformation of the discrete po-
tential KdV equation,

(wo,0 — W1,0) (U1,0 — Bo,0) = — A, (g0 — U1,0) (0,1 — Uo,0) =B — A, (41)

which follows from the multidimensionally consistency of (1). To do this, let us first consider the equations following
from (37) after replacing w with 4, i.e.,

Ouyg g - —1 Ougy

604 = —N (’11170 — ’LL,170) y = —m ('11011 — '1107,1)_1 . (42)




Clearly system (41) is consistent with (37) and (42), as this is another manifestation of the invariance of the discrete
potential KAV under symmetries (21) and (27). Moreover, it follows from (41) and their backward shifts that

1 i . o
w10 = U0 = ——(uo0 — U1,0) Y10 — -1,0) (w00 — @-1,0) ",

- A
and

1

UQ,1 — UY,—1 = (w00 — to.1) " (o1 — o, —1) (w00 — o, —1) "

B—A
In view of these relations, we can rewrite (37) as
Oup o 1 _ Ot o _
Do o (U0 — U-1,0)=5 = (0,0 — U10),
and
dug o 1 Ot 0

)

(wo,0 — @o,~1) (wo,0 — Bo,1),

o8~ B-A o8
respectively. Finally, we eliminate the backward shifts of & using (42) and rename
(w0,0,u1,0,%0,1) — (w, w1, uz) and (o0, %10, %0,1) — (@, Uy, U2).
These considerations lead to equations (40a) and (40b). The compatibility condition of these equations yields a

quadratic polynomial in @ the coefficients of which yield system (38). O

Remark 3. System (38) constitutes a noncommutative generalisation of the system originally introduced in [16],
further analysed in [19] and [20], and was derived in the context of ABS equations and their continuous symmetric
reductions in [22]. From system (38), three distinct subsystems can be extracted, each generalising a classical
system from Mathematical Physics. The first one is the Euler—Poisson-Darboux (EPD) equation,

0%u 1 ( ou 8u>

9008 a-p\'98 oa

corresponding to the choices u; = uy = ¢ € F. The other system is the Ernst equation along with the Neugebauer—
Kramer involution. This corresponds to the choice w1 = ¢ +ix, us = —¢p+ix, u = F +iw,and n =m = —%. In
view of these choices, equation (38c) becomes the Ernst equation,

Ou _1(Oup  Ou Oup,du) 1 (Ju_ Odu) (43)

0adf 2 \ Oa o  0p Ja 2(a—pB) \da 0B
and the other two equations of (38) lead to the Neugebauer—Kramer involution,

a—0 Ox 4 ow ax -4 Ow
F¢ = =——¢——0, =——¢ 20 (44)

4 da a-B 0a’ 9B a—p 0B
It can be easily checked with direct computations that if u = F + iw satisfies (43) and w1 = ¢ + ix is related to u
via (44), then u; satisfies

82’1,1,1 B 1 (8’(1,1 716’11,1 n 8’(1,1 1%) n 1 (6u1 a’l.lq) ,

0003 2\ da "~ 98 ' 98" O« 2(0—p8) \da 08

and vice versa. It is worth noting that equation (43) was proposed as a matrix version of the Ernst equation in [2].

Finally, system (38) can also be decoupled to a system for u; and us. This can be done by rearranging equations
(38a) and (38b) for the first order derivatives of w and then consider their compatibility conditions with (38c).
This leads to

P 0wy 1 Oy Qw1 Ou
900 ~ da - ' 9 "oVt Y 9a a-B0a  a—pB OB’
Puy  Oug _10uy  Ous _10us  m+10uy n  Ous
9a0p ~ 9a ™) Bp T op M) 5 Y B B0 Ta-p 0B

which may be viewed as a noncommutative generalisation of the stationary Loewner—Konopelchenko-Rogers sys-
tem, see [20, 18] and references therein.
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4 The noncommutative discrete KdV equation

In this section, we consider the noncommutative discrete Hirota’s KdV equation, or simply the KdV equation,

Uuo,0 + auié - Oéuo_j — U1 = 07 (45)
and derive its lowest order generalised symmetries and an auto-Béacklund transformation using its Lax pair. Equa-
tion (45) was derived as a reduction of the noncommutative Toda chain in [5] and its Lax pair is

1 -1
au, A Qug 5 — U A
\11170 = L070\11070 = ( /\O’O wo 0> \11070, ‘11071 = M070W070 = ( O’OA 0.1 O) ‘11070. (46)

It can be easily verified that (45) is invariant under the scaling generated by Lugo = (—1)""™ugp, and the
conjugation u; ; — zu; j L.
Starting from the KdV equation and its Lax pair, and proceeding analogously to the previous section, we can

determine the generalised symmetries of (45). This analysis can be summarised in the following statements.

Proposition 7. The systems

dw dw
W, o= LooW¥o0, 00 _ Ap 0¥, 00 _ nAo,0%o,0, (47)
dtl dx
where Lo o is given in (46) and
1 JFooUoou—10 —AfooU0,0 , _
A= — (7007 ’ 79 907 with = (uoou_10+ )" !, 48
00=""733 (_)\u_170f070 o b Footioo foo = (wo0u—1,0+a) (48)
are Lax pairs of the differential-difference equations
duo o dug,o da
i = U0,0f1,0 - fo,o'U/O.,O and dz = nUO,OfLo —(n— 1)f070u0,05 dr =1, (49)
respectively.
Proof. Tt can be verified by direct calculations. O

Proposition 8. The lowest order generalised symmetries of equation (45) in the first direction are generated by
differential-difference equations (49).

Proof. Tt is given in the Appendix. O
The lattices in (49) are related to the Volterra lattice and its master symmetry via a Miura transformation.
Proposition 9. The Miura transformation
V0,0 = o,0(U1,0U0,0 + @)1, (50)
together with the change of variables t1 — —t1 and x — —x, maps lattices (49) to (12) and (13), respectively.
Proof. 1t is given in the Appendix. O

Employing the invariance of (45) under the interchange of shifts, i.e., u1 o > ©0,1, and the change of parameter
«a to —a, we state the following result which can also be proven by straightforward calculations.

Proposition 10. The lowest order generalised symmetries of equation (45) in the second direction are given by

d’u,o)o

ds = U0,090,1 — 90,0%0,0, YGo,0 = (w0, 0u0,—1 — a)_l (51)
1
and d d

uo,0 «

dy = Muo,090,1 — (m - 1)90,01"’0,0’ d_y =-1, (52)
respectively.
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A consequence of Propositions 8 and 10 is the following statement.
Proposition 11. The lowest order five-point generalised symmetries of equation (45) is given by
dUQO
de
1

where fo 0= (uo,0u—_1,0+ a)~! and 9doo = (wo,0ug,—1 — )t

= nu0,0f1,o —(n— 1)f0,0U0,0 + muo,090,1 — (m — 1)90,0’“0,0, (53)

Using the generalised symmetries we found, we can reduce equation (45) to a map, following the procedure out-
lined in Section 3.1. Since the KdV equation admits only a scaling symmetry, generated by %Uo,o = (=1)""Mug o,
the resulting reduced map will be expressed in terms of the invariants associated with this symmetry. These
invariants are given by

To,0 = U1,0U0,0, X0,0=U0,0U1,0, Yo,0 = 0,1%0,0, Y 0,0= U0,0U0,1, (54)

and are pairwise related by transposition, i.e., 7(x0,0) = Xo,0 and 7(y, o) = Yo,0. Consequently, the reduced map
will be six-dimensional, with its defining equations similarly related by transposition.
Indeed, consider the reduction under the symmetry

d
2t A1) g0 =0,
see (53). Following the approach of Section 3.1, we use invariants (54) and their compatibility conditions,
CUo,lY(I(l) = yl,oX(Igl), y&éXO,l = wa,éYLo,

to express both the KdV equation and the symmetry constraint in terms of these invariants.
The KdV equation admits two equivalent invariant forms. The first one is given by

Ty = —a+ Xa(l)(Xo,o + )Y .0, Yo=+ Ya(l)(YQO —a)X o0,
Xo1 = —a+ygo(Too+ 04)50(1(1), Yio=a+z00(Yoo— Oé)ya,(lp
and the second invariant form is
xo0 = a (Xo1 — Yo,0 T a)_l Yo.00 Y10 = axo,1(xo1 — Yo+ )7,
Xo,0=aYoo(@o1 —Yoo+a), Yieo=a(Xoe1—yoo+a) ' Xo.
Similarly, the invariant form of the symmetry constraint is
n(@oo+0) ' —(n—1)(X_104+ ) " +mygg—a) ' = (m—1)(Yo_1 —a) '+ AX(-1)""™ =0,
n(Xo,0 + a)71 —(n=1(x_10+ a)71 +m(Yoo — a)71 —(m— 1)(y07_1 — 04)71 + A=) =0,
Proceeding as in Section 3.1, we introduce the variables
Tn =T-10, Yp i =Yoo» 2n =00, X, =X_10, Ypn:=Yo0, Z,:=Xoo0,
in terms of which we obtain a six-dimensional map. Its first four equations have the following form,
Tyl = Zn, Ypp1 =+ Y;l(Yn —a)Z,,
Xnp1=2Zn, Yopui=a+zu(y, — a)y;17
whereas the equations for the other two variables, z,,+1 and Z, 11, are determined by the following relations.
am+D(zp1+a)  +(n—D(x, +a) 1 Z, = N=1D)""(Z, +a) +
m(aZ,'(Yn—a) 'Y, = (Yo—a)'Z,)+m—-n—-1=0,
an+1)(Zns1 +a) P+ (n— 1Dz, (X +a) "t = AN=D"T(2, +a) +
m (oy,(y, — )zt — 2y, — 04)_1) +m—-—n—1=0.

As anticipated, the map is six-dimensional and invariant under transposition. If variables were commutative, then
X, =z,, Y, =1v,, Z, = z, and the map reduces to a three-dimensional one. Moreover, the commutative map
could be decoupled to a third-order equation for either y,, or z, which are omitted here because of their length.

12



4.1 Auto-Bicklund transformation and Yang—Baxter map

Using the Lax pair of an equation, one can derive an auto-Backlund transformation via a Darboux transformation
that leaves the Lax pair covariant. More precisely, consider the Lax pair associated with the equation Q(u) = 0,

W, o= LooWPo0, Wo1=Mgo¥Po,,

where the Lax matrices L and M depend on w and its shifts, and the spectral parameter A\. A Darboux transfor-
mation maps this Lax pair to a new one,

W10 =Loo%oo, Wo1=Moo¥op,
where L and M are obtained from L and M by replacing the solution w with another solution w, satisfying

Q(a) = 0.

The fundamental solutions ¥ and ¥ are related through a Darboux transformation of the form
W0 = Do ¥,

where the Darboux matrix D generally depends on u, u, the spectral parameter A, the Backlund parameter ~,
and possibly an auxiliary function (potential) v. As a consequence of this transformation, the Darboux matrix D
must satisfy the compatibility conditions

D, oLo, o= LooDoo, Do1Mog= MqgoDyp,

which in turn yield an auto-Béacklund transformation for the original equation.
For the KdV equation (45) and its Lax pair (46), the Darboux transformation is given by

1
~ v A
W0 = D(voo,7)¥o0 = (’Y )?"0 v 0) Woo. (55)

The first row of the consistency condition D(v1,0,7)Loo = 1~}0,0D(v070, «v) implies that
Up,0 = v&gl)uo,ovl,o and vy = u(;(l)(avo,o — yuo,0)(©0,0 — o)
whereas the second row yields
U0 = Ul,ouo,ov&é and v1,0 = (w00 — v0,0) " (avoo — 'YUO,O)U(I})'
Taking into account the identity
a ™! (ax + By) (yz +0y) ! = (v +0y) ! (az + fy) T, (56)

which holds for any =,y € 4, the two expressions for v, are equivalent, and as a consequence the same is true
for the two expressions for w. In view of this, we have

Ug = ’067(1) (awo,0 — Yu0,0) (wo,0 — vo,0) " = (w00 — v0,0) " (w00 — Ytto,0) ’U(I(l),

and the equation for vy can be written as

v1,0 = (@ —7)(u00 — vo,0) " — aug .

The second condition D(vg 1,v)Mo, = MO,OD(vo,o, v) leads to an equation for vg 1. More precisely, its (2, 1)
entry gives
Vo1 = Uo,1 — au(?,(l) + 7”6,(1»
whereas its first row becomes an identity in view of the above relations and after some computations. We can
summarise this derivation in

13



(0,m) (v,72)
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[~
Il
v

('U772) (%7771)

o

Figure 2: Bianchi commuting diagram

Proposition 12. An auto-Bdcklund transformation for the KdV equation (45) is given by
Ug,o = ’Ua,(l) (awo,0 — Yu0,0) (10,0 — V0,0) " = (w00 — v0,0) ' (av0,0 — Yu0,0) va(l) (57a)
where the potential v is determined by the system

V10 = (a — ’7)(11,0)0 — voyo)_l — auaé, Vp,1 = Uo,1 — au&é + ’Y’U&é. (57b)

The superposition principle of the auto-Bécklund transformation (57) follows by the permutation of four Dar-
boux matrices according to the Bianchi commuting diagram in Figure 2,

D(v,72)D(%,71) = D(v,71)D(,72), (58)
leading to . R
V=0 (D —70) (0 —0) ", V=0 (1D —70) (0 - D) . (59)
The new solution of (45) is given by
w=(0—9) (nd—720) 00 —0) '0AuR™ (o — 1), (60a)
where
A = yle—7)d - ol —n)uh (60D)
R = (a=7)v+m—-a)o+(2—m)u, (60¢c)

and its derivation is given in the Appendix. It can be readily verified that superposition principle formula (60) is
invariant under the interchanges © <» ¥ and v; <> 2. Assuming all variables commute, the transformation (57)
and its superposition (60) reduce to the auto-Backlund transformation of the commutative KdV equation and its
corresponding superposition principle, respectively.

Remark 4. Equation (58) is the Lax representation of a Yang—Baxter map. To make contact with the standard
notation of Yang—Baxter maps, let us set

72_1 _ ~—1 !
y=v , r=v , Y

Il
S

In this notation, equation (58) becomes

D(y~ ' 72)D(x™ v) = D(' ", 7)D(y ),
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and yields the map

/

g = y(l+yzy)(l+mzy) ' =1 +pyz) (1+nyz) 'y (61a)

y (1+vzy) (1 + vgwy)_l z=x(1+~nyx)(l+ vgyw)_l , (61Db)

which is the non-commutative Yang-Baxter Frr; map given in [7]. Finally, using the two equivalent forms of the
map, one can easily show that I = xy + yx is an invariant of the map.

Starting with the constant solution ugo = 1 and using the Bécklund transformation (57), we can construct
new solutions of the KdV equation. Indeed, equations (57b) with ugo = 1, along with the convenient choice
7= (k2 — (o — 1)?)/4, yield

k—a+1 1 a—rk+1\" (a—r—-1\"
== - _ =14 fugme=1 ) 62
vo.0 2 P00 00 =14 fngme +<a+n+1) <a+f<a—1> ‘ (02

where ¢ € il is the constant of integration. Applying formula (57a), we obtain a new solution of (45), given
explicitly by

~ K—a+1 -1 1—(a—k)? a—rk+1 -1
Up,0 = (T:BO’O — KJ) xo,0 (%mmo — 04,‘<.}> <fw0)0 + Iﬂ}) . (63)

The superposition principle (60) can then be employed to derive another solution of (45). In particular, the
potentials ¥ and v follow from (62) by replacing x with 1 (for ), and by replacing xk with k2 and ¢ with d (for
v), i.e.,

- K1—a+1 _ a—rk1+1\" (fa—r —1\"
'UO,Ozli_ﬁle,(lJ? w0,0:1+fngmc:1+< ! ) ( ! ) C,

2 a+r+1 a+r—1
R Ko —a+1 _ a—ko+1\" fa—kKy —1\™
P00 = =y ~ K2y y070_1+h”€md_1+<a+nz+1> <a+nz—1> d

Substituting these relations into (60), along with v; = (k2 — (a —1)?)/4, i = 1,2, we find the new solution @ of the

KdV equation. This solution can be written as

1:1070 = m&é F G;il 20,0 V0,0 0,0 F'H 17077(1) G;Jlrl F wa(l), (64a)
where
F = = ; e Z0,0Y0,0 T K220,0 — K1Y0,0 (64b)
G. - (e — k1)(e —8112)(,%1 — K2) 00%00 + Ko (624_ K3) Zo.0 — 51(624_ H%)yo,ov (64c)
H - (m7'11)((Mm);{l)((afm)hl)y@,owo,o N k1((a — K2)? — 1)(13462 + K% 4 2akg — 1)y070
e K1)? — 1)(;)‘62 + K3 + 2aky — 1)530,0 n am/{g(/f — n%), (64d)

and the quantities F' and G follow from F and G, respectively, under the interchanges « < y, k1 <> ko.
We may interpret (63) and (64) as the one-soliton and two-solitons solutions of the KAV equation (45), respec-
tively, since in both the commutative and matrix settings they yield the corresponding soliton solutions.
To demonstrate this, let us assume the dependent variables are matrices. For illustration, we focus on the case
of 2 x 2 matrices,? with @ = 3, k = 1, and
.o (2 1)
3 2)°

2The same construction extends to higher-dimensional matrices.
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In this case using functions

12 5™ - 3™ My o

41,0490,1

a0 =1+(S-T) <@> boo =

40,0

ap,0 oo
Up,0 = )
. 1
5bo0 @00

Poo =2-3"-15" + 9" qoo=4-3"-15" +9" +9™ 25", roo =5 9™ — 9"

the solution can be written as

where

This is an invertible matrix function, whose determinant is

9 5 4
det(uoo) = q0,0(5q0,0 + 7“0,0)'

41,0490,1

The graph of det(ug ) is shown in Figure 3, clearly illustrating the soliton nature of the solution.
In the same setting, we consider solution (64) with the following choices for the parameters.

a=3, k=1, ngz—g, c:<§ ;), d=<_11 :;)

The explicit formulae for the entries of w are omitted here, but Figure 3 presents the graph of the determinant of
this solution, justifying the term two-soliton solution.

Figure 3: The graphs of the determinants of the one- and two-soliton solutions of the 2 x 2 matrix KdV equation.

Similar considerations hold for the scalar case. For instance, choosing @« = 3, kK = 1, and ¢ = 1 in (63), and
a=3, Kk =1, kg = —%, ¢=1,and d = —10 in (64) yields explicit expressions for the soliton solutions of the
scalar KdV equation.

5 Conclusions

We presented a method to find generalised symmetries of noncommutative difference equations by employing their
Lax pair using the discrete potential KdV equation (1) as an illustrative example. This approach was also used to
find the symmetries of the discrete KdV equation in Section 4, and can be readily applied to find symmetries for
other systems admitting a 2 x 2 Lax pair, such as the noncommutative Schrédinger system [12]

w10 —uo1 = (a — B)(uoovi,1 + 1) Tugo, vi0—vo1 = (8- a)vii(uoovi+1)7" (65)

Indeed, this system admits the Lax pair

A+ a+ ugov u A+ B+ ug v u
W0 = ( o1 00’0 1o 2’0> Poo, Wo1= ( h v 10’0 01 ({,o) Wy o, (66)
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and it can be shown that

d‘IIO,O d‘I’070 do
— = Ao0,0%0,0, =nAgo®o0, -— =—1,
where
1 f —foou-1,0 . _
Ago = 0,0 0,0U-1, with = (u_10v10+ 1)1,
007 A (—v1,0f070 v1,0f0.0U-1, Foo=(u_10v10+1)
are consistent with the first equation in (66) provided that
du0,0 d’Uo)Q
= u_ R = —v ,
dtl f0,0 1,0 dtl 170f070
and
d'Uz0,0 f de,O f do
=n u— = —nv —_ = —
dz 0,0 1,05 dz 1,0J 0,05 dz ,

respectively. The above two lattices generate the lowest order generalised symmetries of system (65) in the first
direction. Using arguments about the invariance of (65) under the interchange of indices and parameters, one could
find the symmetries of (65) in the other direction.

The Lax pair and Darboux transformation also provide a means to derive an auto-Backlund transformation for
the equation under consideration. Such a transformation may depend solely on the variables w and w, as is the case
for the discrete potential KAV equation and its transformation (41), as well as the corresponding transformation
of system (65) discussed in [12]. However, an auto-Bécklund transformation may also depend on an auxiliary
potential as in (57). In such cases, its superposition principle leads to a Yang—Baxter map rather than a quad
system, as demonstrated in Section 4.

We also demonstrated how generalised symmetries can be employed to reduce a noncommutative difference
equation to a corresponding map, which may be related to a discrete Painlevé equation. A key distinction between
the commutative and noncommutative cases lies in the dimension of the reduced map: in the noncommutative
setting, this dimension may be higher due to the increased number of invariants that must be introduced as we
explained in Section 4. Additionally, we presented a systematic derivation of a system of noncommutative partial
differential equations arising from reductions of equation (1) which generalise very well-known systems such as the
Ernst equation and the Neugebauer—Kramer involution.

In this work, we have focused exclusively on systems admitting a 2 x 2 Lax pair. It would be of interest to
extend these considerations and derivations to equations that admit higher-order Lax pairs. One such equation is

u1,1 (u1,0 +o,1) Uo,0 +1=0,

whose commutative counterpart was derived in [15] in the context of second-order integrability conditions. The
associated Lax pair involves 3 X 3 matrices and is given by

0 ul_(l) A 0 —ug& A
‘Ill,O = )\ 0 ’LL(I(IJ \1/070, \11071 = )\ 0 —’LLO_)}J ‘11070.
—2'11,110'111070 A 0 2'111071'11/070 A 0

Symmetries of a commutative system of difference equation can be derived systematically either from first
principles (see, for instance, [10, 21]) or via the theory of integrability conditions (see, for example, [3, 13, 14, 15, 23]).
The latter has recently been extended to the study of noncommutative differential-difference equations in [17],
where a related classification problem was also addressed. It would be of interest to further develop the theory of
integrability conditions for noncommutative difference equations, in analogy with the commutative case [14, 15].

Appendix
For completeness, we present in this appendix the derivation of system (38), given in the context of continuous

symmetric reductions discussed in Section 3.2; the proofs of two propositions stated in Section 4; and the derivation
of the superposition principle (60).

17



Derivation of system (38)

We want to eliminate variables uq 1, u—1,0 and ug,—1, and derive a system for g, ©1,0 and ug,1, using equations
(1), (37) and their shifts. We start by shifting in m the first equation in (37) and using relation (23b).

0 _ _
;;21 1 (’U«l,l - ’U«—l,l) ! = _a ﬁ [‘3 (’U,l)o — u071) (’u,l)o — ’u,_l)o) ! (’u,_l)o — Uo)l)
n _
= Ta=p (w10 — w0,1) (w10 — U—1,0) " (U_1,0 — W10 + U0 — Up,1)
1 Ouo o
T a_8 (w10 —uo,1) <” + Do (w10 — U0,1)> .
Working in a similar fashion, we shift in n the second equation in (37) to find that
aul 0 1 8u0 0
== (w10 — - == - . 67
98 a7 (u1,0 — uo,1) (m 95 (u1,0 — u0,1) (67)

Finally, we differentiate the first equation in (37) in S,

D*ug o duio  Ou_1p

D008 =n(u1o— u—l,O)_l ( a3 a7 ) (w10 — u—l,O)_l , (68)

and use (67) along with its backward shift,

8u,170 1 8’1,L070

93 == 3 <m —(u—1,0—uo,1) a—ﬁ> (u—1,0—uo,1),

to replace the derivatives with respect to 5. Setting A := w10 — uo,1 and d := u_1,0 — U1, we have that

6u170 6’(11_170 - 1 _ _ auo,o 8u070
55 5 = a_ﬂ(m(A 0) = AR A+ 0 5)
1 dugo »  Ouoo
1 dug o Ouo,0

_ (m (A—8)—(A-8) Z20A — (u_rg—uig+A)

a—p a8 a8
Taking into account the above relation and that A — & = uq 0 — u_1,0, equation (68) becomes

(92’111070 1 auo,o
= 5o (BL0 ~ uo,1)

dadB  a—f

(A—é)).

auo,o 8u070

23 o8

(w1,0 —uo,1)

Ouo,0 L nauo,o B mauo,o
O )] da )

Proof of Proposition 8
Differentiating (45) with respect to t1, we get
Foo—auy jFiouyy+augForug) — Fiy =0,
where Fo o = uo,0f10 — foouo,0 and fq, is given in (48). Replacing F' and its shifts, we arrive at
(wo,0 + O‘ul_,(lJ)fl,O + f1,1(au0_,} +u11) = footo0+ Oéf2,0u1_,(13 + a“&%fo,l +u11fo;-

Since ug + auy y = uy s fip and aug s +ui 1 = f1ug 1, the above relation becomes

—1 —1 -1 -1
Uy g+ ugy = fooUoo+afrourgtaugfor+uifa; (69)
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From the forward and backward shifts of (45) we find that
uié(U270u170 + O[) = (OZ + ugﬂlulﬂl)ui% = f270’I,L270 = ul_,lfzyl, (703)
and
ug o (woou—10+a) = (a+ugru_11)u’i; = Footoo=u_11F,, (70b)
respectively. In view of (70), equation (69) becomes
Uié + u&% = wu-11fo1+ afz,ouf,(l) + au&%fo,l + fa0u2,0
= faoluzouio+ a)u]:é + 'U«Qj%(uo,lu—l,l +a)fo1
-1 —1
= Upyt+Uy;.
To show that the second equation in (49) is another symmetry of (45), first we rewrite the former as

dug,o duo 0 da

= — =1 71
d "y T Jooteo =1 (71)
and then differentiate the latter with respect to x. This leads to
dQ _ _q1 (duip _ _ _ dug 1
n—= =+ fooo0 + uyg — aupg + frouio | uig —ugr +ougfor — ——= — friui,1 =0,
dtl ’ dtl ’ ’ ’ dtl

where @ denotes the left hand side of (45). After taking into account the KdV equation and that dQ =0, we end
up with
Jo,ouo,0 + u1_,(1) - af2.,0u1_,(1) - u(ﬂ + O‘Uﬁfm —u11fe; =0.

Finally, we substitute f, q and f,; using relations (70) and the above relation becomes an identity.

Proof of Proposition 9
We rewrite (50) as 1)077(1) = U0+ au&é and then we differentiate it in ¢; using the first symmetry in (49) and its
shift.

71d'v00 71 d’ulo ,1d'u00 71

)

Vo0 at Voo = at Ug o at Ug g
—1 —1
= Ul,ofz,o - fl,oul,o — QU g (UO,Ofl,o - fo,ou0,0) Up .o

= 10— f10(u10u00+a) U&(IJ + Oéuo_,(lJfo,o

= V- u(;(l) + au&éfuo
= w0 —ugp (Fo0 — @) foo
= V10— u—l,ofo,o
= V1,0 —V-1,0,
where f, o = (ug,0u_1,0+ @)~'. This is modified Volterra lattice (12) up to the change of t; to —t;.
Differ)entiating now v, o=uio+ aug, ¢ in x and taking into account (71), we arrive at

_1dvoo _ duy g dug,o _ -
0(1) 0(1) = (n+1) + f1o0u1,0 — O‘“oé + fo,0%0,0 “0,(1) +“0,(1)
dx dtq dt
duro _jdugo duq o 1 1
- ( A A A LR

= n(vi0—v-10) tu10f20— f1ou10+ f1ou10 — a“&éfo,o + ua,é

+v10—uoo( foo)foo
+vi0+u_ 10foo

|
=
S
o
I
S
\/S/\/



which is the non-autonomous modified Volterra lattice (13) up to the change of x to —z.

Derivation of superposition principle (60)

According to the Bianchi diagram in Figure 2, we begin with a solution u and apply the transformation (57) with

parameter 1 to obtain
=0 (a0 —yu)(u—2)"". (72)

Next, using @ as the seed and applying (57) with parameter 2, as indicated in the Bianchi diagram, we derive

v

. . N\ -1
— ! (oﬁ; - yza) (u - v) , (73)
where © is defined by (59), and can also be expressed using identity (56) as

=(®—9) " (nd—70) 0" (74)

v

To express u explicitly in terms of ¥, ¥, and wu, we substitute the inverse of (59) into the first term of (73), i.e.,

21 1 ~

v = (0-0) (Mo —70) 9,

and use (74) to replace ® in the remaining terms of (73). In particular, we compute

(3}

b —mpi = (5-9) " {a(no—19)5 (w—19) - (65— )5 (ad - yw)} (w—5)"
= ) H (e —72)00 u — a(yi — )b + 72 (1 —a)ul (u— )"
= @-9)"" o {nla—1) "+ - +ae -nu u(u-9)",

(3}
S

and

= @—0) (@ -0) 5" (0B —y1w) = (D —729) " (u— )~} (w— )"

= (@-9) {(a=72)8+(m-@)o+ (2 —m)u} (u-9) .
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Substituting these expressions into (73), we recover the formula (60), thus completing the derivation.
If instead we follow the alternative path w — @ — @ in the Bianchi diagram and apply the same procedure, we
again arrive at (60). This confirms that w = @, and hence the commutativity of the Bianchi diagram.
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