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Abstract

Social media is used to commit and detect crimes. With automated methods,
it is possible to scale both crime and detection of crime to a large number
of people. The ability of criminals to reach large numbers of people has
made this area subject to frequent study, and consequently, there have been
several surveys that have reviewed specific crimes committed on social plat-
forms. Until now, there has not been a review article that considers all types
of crimes on social media, their similarity as well as their detection. The
demonstration of similarity between crimes and their detection methods al-
lows for the transfer of techniques and data between domains. This survey,
therefore, seeks to document the crimes that have been committed on so-
cial media, and demonstrate their similarity through a taxonomy of crimes.
Also, this survey documents publicly available datasets. Finally, this survey
provides suggestions for further research in this field.
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1. Introduction

Social media is becoming intertwined with peoples’ day to day lives, where
users post details of their lives which can be seen by their friends and the
public. These posts may contain explicit and implicit details of a crime.
This information can often be hidden from traditional crime statistics and
the police in general because of the victim’s reluctance to report a crime.
This inertia may be due to: 1. triviality of the crime, 2. the crime may
be embarrassing to the individual and 3. the individual may not know that
they have been a victim of a crime. The monitoring of social media may
allow the relevant authorities to supplement traditional crime reporting. In
common with many new technologies and methods of communication, social
media is used to commit criminal acts. Social media gives criminals reach to
individuals that was impossible before the invention and mass adaption of
the Internet. Therefore, with little effort, criminals can commit crimes across
legal jurisdictions against large numbers of people. Although social media can
be used to commit a crime, it can also be used to detect and predict criminal
acts. Criminals can leave traces of their crimes in posts, and in some cases,
they openly boast about their actions. In addition, users can inadvertently
leave predictors of crime in their posts, as well as reports of criminal actions
that may be absent from traditional crime reports. Social media allows for
the creation of novel crimes, however, these new crimes have a common
root which could be described as a crime hyponym which gives these crimes
a common modus operandi, although the aims of the crimes are different.
The common manner in which different crimes are conducted infers that
techniques from a similar crime could be successfully transferred to a newer
crime that has a lack of data or existing detection techniques. Adaption
of existing techniques to new crimes will allow cybersecurity researchers to
react quickly to novel crimes on social media by quickly identifying similar
crimes and well-established solutions. The motivation of this paper is to
survey the broad use of social media to commit, detect and predict crime
rather than concentrating on a single area of crime, which has been the main
focus of survey papers in this area. The aim of this paper, therefore, is
to 1. demonstrate a link between information in social media and crime,
2. centralise the broad body of research in this area, 3. identify current
research trends, 4. document relevant resources, 5. categorise social media
into related groups, and 6. suggest future directions of research.
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1.1. Existing Survey Papers

Crime and social media is a popular research area, consequently there
are a number of survey papers that address this area. However, these survey
papers tend to be targeted to a specific crime such as hate speech [135] and
Spear Phishing [7], or the use of social media for policing in general [161].
To date, there has not been a survey that surveys the use of social media for
crime and the connections between the crimes. The similarity of crimes and
their detection allows for the repurposing of existing techniques to new areas
and crimes.

1.2. Structure of Paper

This paper is organized in the following order. Section 2 describes the
classification of crime that is committed and detected on social media. In
Section 3, the article discusses the crimes that are committed on social media,
and their detection methods as well as frequently used learners and data rep-
resentation methodologies. The techniques that use social media to extract
information from users on social media to commit real-world crimes will be
discussed in Section 4, and in Section 5 we will discuss the use of social media
to detect real-world crimes and criminals. In Section 6, there will be details
about tools and datasets that can be used to commit and detect crimes on
social media. The survey will finally end with a conclusion and suggestions
for future research in this area.

2. Classification of Criminal Offences Committed on Social Media

Techniques that use social media to report criminal events or predict
future crime are predicated upon one of the following assumptions:

• There is a direct causal link between information in social media and
criminal acts

• There is a mechanism through which users disclose information that re-
ports a crime or indicates a future crime, that they would not normally
divulge to the relevant authorities.

The intuition that information in social media posts has a direct cor-
relation to criminal acts is supported by [24, 129, 149, 150]. Information
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published on social media is not limited to the prediction and reporting of
physical crimes and can be applied to cybercrime and criminals [165].

In addition to being a proxy for crime statistics, social media can be used
to commit crimes. Speech, and by extension social media posts, can be used
to insult minority groups, manipulate and coerce individuals into committing
crimes in the physical world.

This section will also describe a taxonomy of Criminal Offences. The sub-
sections that follow the taxonomy will describe the general types of offences:
public order, terrorism, computer misuse, fraud, defamation, and violence
against the person.

2.1. Morality of Social Media Monitoring

Mass surveillance of social media can produce some unease in users and
critics. And there may be some criticism for projects that try to predict
private information from publicly available information on social media and
related applications [164]. Social media monitoring has been used for malevo-
lent aims, for example, social media monitoring has also been used to identify
vulnerable users and influence their voting behaviour [20]. These types of be-
haviour and actions by social media companies are generally seen as immoral,
which is evidenced by the public and media reactions to the Cambridge An-
alytica and related scandals [71].

There is a moral case for social media monitoring, where the absence of
monitoring and reporting may cause harm to users. This may be psycho-
logical harm or physical harm. The absence of monitoring for this type of
user behaviour could be considered to be immoral. In addition, although
currently social media companies are protected by safe harbour provisions
[15], there has been, however, some momentum from lawmakers to make so-
cial media companies responsible for user activity and the content of their
posts1. Therefore, it is argued that for the commission of crimes on social
media, organisations have a moral imperative to monitor their platform and
report criminal behaviour.

2.2. Taxonomy of Criminal Offences

Crimes committed on social media often use similar techniques, but are
covered by different laws or a subset of a general offence. To aid the reader’s

1https://bit.ly/3h8aIDT
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understanding of the offences committed on social media, a simple taxonomy
was developed, and it is shown in Figure 1. The taxonomy is based upon UK
Law and where possible the offences are aligned with the offence classification
published by the UK government.

The motivation of this section is to discover crimes that are committed
on social media, and where possible to group them under the relevant legis-
lation. This will allow the identification of common motivations, which are
documented in Figure 1

Criminal Offences
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Public
Order

Violent
Disorder

(62A)

Terrorism

Radical
isation

Computer
Misuse

Spear
Phishing

Denial
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Service
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Employ-
ment
Scam

Imperso-
nation

Defamation

Fake
News

Violence
Against
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Harassment

Hate
Speech
(8L 8R)

Cyber
Bullying
(8L 8R)

Figure 1: Taxonomy of Criminal Offences Committed on Social Media

The crimes found in the literature survey can often be variations of a com-
mon exploitation technique, and therefore approaches in one domain can be
transferred to another with a reasonable expectation of success. To assist the
reader, another taxonomy was developed to group together different offences
under common exploitation techniques used on social media. This taxon-
omy is shown in Figure 2. These taxonomies represent the connection of the
crimes found in the literature review for this paper. A general classification
of crimes and digital crimes found on social media is given by [58].
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Figure 2: Taxonomy of Common Social Media Exploitation Techniques

3. Criminal Offences Committed on Social Media

This section will discuss the use of social media to commit crimes, as well
as the specific offences that are committed on social media. For this paper,
three categories of the use of social media to commit crimes were defined.
These are: coordination, manipulation and abuse, and the crimes that are
committed with these techniques are grouped under them. This is because
this paper hypothesises that strategies that detect crimes on social media
can be repurposed to similar crimes under the same grouping.

The motivation of this section is to find common motivations for crimes
that are committed on social media. It is a hypothesis of this paper that
common motivations will have common methods to detect the associated
crime

3.1. Coordination

Coordination is the use of social media to commit offences by organising
one or more persons to commit a crime [133]. Social media may be used
to incite or message individuals to commit crimes and have been used in
recent events such as the insurrection2 (United States Capitol attack 20213)
in the USA. It should be noted that using social media that simply incites
violence on social media is sufficient for a custodial sentence in the UK 4.
The incitement does not have to result in violence or public disorder.

2https://archive.fo/msKNn
3https://en.wikipedia.org/wiki/2021_United_States_Capitol_attack
4https://www.bbc.co.uk/news/uk-england-manchester-14551582
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3.1.1. Public Order Offences

Public Order offences can cover a multitude of offences such as violent dis-
order, unlawful assembly, affray and violent disorder. Public Order offences
in the UK are covered by the Public Disorder Act of 1986. The offence that
is committed on social media when planning public disorder acts, depending
on the legal jurisdiction, is the offence of conspiracy and is referred to in the
UK’s legal system as an inchoate offence [137]. Inchoate offences not only
cover conspiracy to commit public order offences, but individuals and groups
who aid and assist public disorder acts. The literature review found that
violent disorder was the only crime that could be categorised under public
order offences.

3.1.1.1 Violent Disorder

The definition of violent disorder in English law is given by the Public Order
Act of 1986. It states a violent disorder offence is committed when “Where
three or more persons who are present together use or threaten unlawful
violence and the conduct of them (taken together) is such as would cause
a person of reasonable firmness present at the scene to fear for his personal
safety”5. This rather broad definition will capture public disorder that does
not have criminal intentions, such as political protests e.g. Arab Spring.

Violent disorder is not caused by social media, but it can propagate
through or be organised on social media. Also, the advent of social media
on mobile devices has encouraged the use of social media to enable violent
disorder. This was the case in the Arab Spring protests6 in 2011 [26]. The
cause of the violent disorder was economic shocks to the populations of sev-
eral Arab countries [53]. The use of social media to organise violent disorder
is not limited to the Arab Spring, and has been used in protests in Iran,
China [170], England [28], and Canada [130]. The use of social media to
detect violent disorder is discussed in Section 5. But this small selection
of papers demonstrates that it is possible to commit conspiracy to commit
violent disorder on social media.

5https://archive.fo/qQOIt
6It is the opinion of the authors that the Arab Spring qualifies as violent disorder under

UK legislation. It should be noted that the UK legislation is generally regarded as very
restrictive, and it has been used to suppress political dissent in the UK, such as the Poll
Tax Demonstrations.
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3.2. Manipulation

Manipulation exploits are typically when an attacker (criminal) seeks to
manipulate a target (victim) into doing something they would not normally
do. How an attacker manipulates the target is through language. Language,
either as posts or direct messages, seeks to manipulate the actions of the
target in the real or virtual world. There are five offences attributed to the
manipulation exploit type: 1. Spear Phishing, 2. Employment Scams, 3.
Radicalisation, 4. Astroturfing and 5. Fake News. Spear-phishing attacks
are specific attacks against individuals into revealing secret information, such
as bank account information. Employment Scams are frauds that use fake
employment offers to manipulate the target into committing crimes. Rad-
icalisation is a manipulation process that encourages the target to commit
violent acts. Astroturfing and fake news are techniques that provide a false
narrative about a subject or individual.

3.2.1. Computer Misuse

In the United Kingdom, the Computer Misuse Act of 1990 defines a
series of offences that are related to personal data held by public and private
organisations [97]. It should be noted that although this is UK legislation, it
has an extraterritorial effect [97], and therefore the legislation has worldwide
jurisdiction.

There is one crime, Spear Phishing, that is grouped under this general
offence. Spear Phishing is an offence under the Computer Misuse act, as it
seeks to gain unauthorised access to a computer system.

3.2.1.1 Spear Phishing

Spear Phishing attacks on specific users with a presence on social media
can be automated using machine learning techniques such as Neural Net-
works [138]. Automated Spear Phishing has several distinct phases which
can be represented by ’5C’ that represents: “Collect, Construct, Contact,
Compromise, and Contagion” [25]. The collect phase is where the attacker
gathers information upon the intended targets [25]. The data gathering can
be achieved by using the associated API and keywords to identify suitable
profiles and their tweets that leak personal information [25]. The contact
phase is typically from an account that has followed or friended the target
account. The contact messages are often automatically generated from the
public content generated by the target account [25]. The message will often
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contain a payload in the form of a malicious URL [25]. This form of contact
is typically very successful, with [25] claiming a click-through rate of 66%.
The compromise phase is where malware is installed on the target account’s
device, which is used to access the social media platform [25, 68, 77]. Finally,
the contagion phase uses the compromised account to infect more accounts
that are related to the target account [25].

Automated Spear Phishing is an attack whose effect can be exacerbated
with information leaked from social media [121, 6, 52]. The attack relies upon
the generation of realistic emails that targets will trust and will be tempted
to follow the link, which will lead to either a compromised site that steals
credentials or a payload that will compromise the target’s machine. Recent
developments in the field of Natural Language Processing (NLP) such as
BERT [51], GPT-2 and GPT-3 [29], as well as XLNET [173] has improved
the state of the art in Natural Language Generation (NLG) [106] and Natural
Language Understanding7 which will assist exploit tools by allowing them to
generate more natural synthetic exploit emails which in turn will increase
click-through rates on malicious emails.

3.2.2. Fraud

In UK law, fraud offences are governed by the Fraud Act of 2006 [47].
The Fraud Act defines several offences, including Fraud by False Representa-
tion, which arguably covers the offences discovered in the literature review,
Astroturfing and Employment Scams [99].

3.2.2.1 Astroturfing

Astroturfing is “a fake grassroots activity on the Internet” [87] whose main
aim is to influence lawmakers as well as elections and election campaigns.
Astroturfing can be achieved using groups of bad actors or automated tech-
niques such as social bots, or a combination of the two [179]. Astroturfing
campaigns will use multiple sources to publish and promote the same mes-
sage. This characteristic is likely to persuade the targets rather more than
an Astroturfing message that came from one source [179]. Several techniques
can be used to automatically detect Astroturfing campaigns on social media
[95, 96, 122, 126, 144, 174]. In the review of the literature, there were two

7https://archive.fo/i2dgq
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main techniques discovered for detecting Astroturfing campaigns. They are
author attribution and text classification.

Author attribution borrows techniques from Forensic Linguistics, where
a single author is deduced for multiple texts. The problem is assumed to
be analogous to plagiarism. This technique uses the multi-post character-
istic of Astroturfing. This is a strategy proposed by [122]. They used a
well-established technique from the Forensic Linguistics field of using word
ngrams to identify similarities between texts, and therefore establish a com-
mon author. The drawback of this solution is that it may work well with
manual Astroturfing campaigns which use a central script, its effectiveness
against language generation techniques used by social bots is less certain be-
cause it is unlikely that social bots will replicate the same texts, but generate
different texts on the same subject.

Text Classification is a technique that classifies texts from social media
into Astroturf or a related term or Non-Astroturf category. The techniques
discovered in the literature review are supervised techniques where a dataset
was gathered from social media platforms and annotators labelled the data
into appropriate categories. The annotators would be guided by a set of rules,
for example, [126] stated that an Astroturf post is “a significant portion of
the users involved ..... appeared to be spreading it in misleading ways”
[126]. The authors produced a dataset of 366 documents, of which sixty-
one were labelled as Astroturf. They compared an ensemble (AdaBoost) to
a discriminative classifier, Support Vector Machine (SVM). The dataset is
imbalanced, and consequently, the authors also used resampling techniques
to balance the data set. The best results were achieved with AdaBoost and
resampling that achieved an accuracy of 96.4%. However, the weakness of
the paper is that the data set is small, and the number of Astroturf posts
were only 16.66% of the data set. Therefore, the variety of the Astroturf
posts in the dataset will be low, and this technique is unlikely to scale to
classify the variety of Astroturfing posts found on social media.

In common with other crimes that are committed on social media, Astro-
turfing requires a form of Natural Language Generation, where manipulative
social media posts are generated automatically. Natural Language Genera-
tion tasks are now typically undertaken by large Neural Networks [66], and
this is the approach suggested by [174] for automated Astroturfing attacks.
However, the authors claim that there are limitations to language generation
techniques using Neural Networks, and these weaknesses can be exploited
with a supervised classification technique. The main limitation is that during
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training Neural Networks lose information, and consequently, the generated
posts will diverge from the source material [174] The loss described by [174]
manifests itself in the form of grammatical patterns or sequences of words.

3.2.2.2 Employment Scams

Social media is used to commit Employment Scams. Employment Scams are
offers of seeming legitimate employment but induce the victim into unwit-
tingly committing crimes. Social media is used as a recruitment tool to find
and target vulnerable individuals with false offers of employment. Repre-
sentative Employment Scams that were found in the literature were money
mules and reshipping.

Money mules are people who transfer money that has been acquired
through illegal methods. Mules are often unaware that the money trans-
fers are illegal, and they are paid a relatively small amount of money. Mules
often believe that they have legitimate employment [18]. Mules need to be
recruited, and social media can be a fertile ground for recruiters to find and
recruit mules.

Reshipping scams recruit people to work from home where they are sent
goods that have been bought with stolen credit cards, and they then forward
it to the criminals who originally bought the merchandise. This scam makes
it more difficult for the merchants to detect criminal behaviour because the
goods are being sent to multiple legitimate addresses [78].

Recruitment for Employment Scams can be as simple as job offers on
social media [65]. There are several indicators that an employment offer
posted on social media indicates that the advertisement is for fraudulent
purposes. Although there is no formal academic research, there have been
interviews with “scammers” who indicate that: “Posts that promise large
amounts of money for very little work” [151] and “Employers that use the
candidates own bank account to transfer their money” [151] are likely to
be scams. In common with some criminal acts committed on social media,
recruiters target users who have a specific profile, which in this case were
individuals suffering financial strain [14].

The literature review failed in revealing techniques specifically to detect
recruitment scams on social media, however, the literature review did find
techniques that identified fraudulent job advertisements [104, 90], and it
seems reasonable to assume that these techniques can be used on social
media. The discovered papers proposed one main approach for detecting
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Employment Scams, which is to use the job advertisement content [104, 90].
The content approach is demonstrated by [104] who used contextual features
from the advertisement to infer that the advertisement is fraudulent. The
contextual features they found that assisted in the classification are the ex-
istence of a website, the age of a website, and the existence of a LinkedIn
page. These contextual features are supplemented by textual features such as
Spam Words, and Structural Features. Structural features are features which
describe employment requirements, interview process, employment benefits
or company description [104]. Structural features include whether the em-
ployment advertisement contains job skills or describes remuneration [104].
These features are combined, and three classifiers were evaluated which were:
a rule-based classifier (JRip), a decision tree (J48), and a probabilistic classi-
fier (Naive Bayes). Each of these classifiers had a similar performance, with
an accuracy of between 83.42% (Naive Bayes) and 96.15% (JRip).

The content approach is the dominant technique because the discovered
papers were for job boards, however, it is quite clear from anecdotal evidence
and small scale surveys [155] that job scams are prevalent on social media,
and therefore techniques such as account profiling, and features which are
used in similar crimes as defined by the Taxonomy is Section 2 are likely to
be successful in job scam detection on social media.

3.2.3. Terrorism

In the United Kingdom, terrorist offences are defined by the Terrorism Act
of 2000 [98]. The unique offence that was found in the literature review was
Radicalisation. Radicalisation using social media is an offence under Section
6 and Section 58 of the act [98]. The act has an extraterritorial effect, and
consequently, it is immaterial if the offences are committed outside the UK.

3.2.3.1 Radicalisation

There have been a number of definitions of radicalisation, and for the pro-
poses of this survey, two definitions of radicalisation [154] will be followed:
violent and non-violent radicalisation. Violent radicalisation is “a process,
by which a person to an increasing extent accepts the use of undemocratic or
violent means, including terrorism and nationalism, in an attempt to reach
a specific political/ideological objective”[154]. Non-violent radicalisation is
“the (active) pursuit of and/or support to far-reaching changes in society
which may constitute a danger to (the continued existence of) the demo-
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cratic legal order (aim), which may involve the use of undemocratic methods
(means) that may harm the functioning of the democratic legal order (effect)”
[154].

Radicalisation on social media is not a new phenomenon, as the RAND
Corporation was reporting about radicalisation as far back as 2010 when the
UK’s Counter-Terrorism Internet Referral Unit was ordering take-downs of
radicalisation material from social media [159]. Radicalisation is a process
of recruitment that has several stages, which are: 1. Netting, 2. Funnel, 3.
Infection and 4. Activation [166]. The Netting stage uses “narrowcasting or
propaganda that targets specific sub-populations according to demographic
factors (such as age or gender) as well as social injustice or economic circum-
stances” [166]. The Funnel stage is where candidate recruits are whittled
down to several people who are likely to be easy to radicalise. In the infec-
tion stage, the remaining candidates are directed to resources and materials
to “self-radicalised” [166]. The final stage involves the activation of the can-
didates to commit terrorist actions [166]. The use of social media typically
concentrates upon Stages One and Three, as they need to use platforms such
as Twitter to identify targets and disseminate propaganda material.

Some measures can estimate the risk of specific social media platforms
to be used as a radicalisation tool [92]. The aforementioned article states
that two types of metrics can be used to estimate the risk of a specific social
media platform [92]. They are keywords and writing style [92]. The keyword
approach looked for attitudes. The attitude keywords looked for “percep-
tion of discrimination” [92], nationalism, anti-western attitudes, and positive
attitudes towards religious or nationalist extremists [92]. The writing style
analysis identified personality types. The personality types susceptible to
radicalisation are introverts who are frustrated with their current situation
[92]. The approach described by the papers can identify users at risk who
are likely to go through the radicalisation recruitment pipeline.

Accounts whose sole purpose is to radicalise vulnerable individuals will
have a “tell”, which allows the automation of their detection. In common
with similar offences shown in the Crime Taxonomy, several approaches can
detect an offending account. These approaches can be categorised as content,
account profiling and information propagation. These techniques are likely
to be successful because the raison d’être of the accounts will force them to
behave and post in a specific manner. Various techniques have been proposed
to detect such accounts [1, 13, 21, 27, 62, 64, 131, 132, 147, 160].

A representative paper of the content-based approach is [1] who used
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hashtags such as #stealthjihad, #myjihad and #extremists to locate large
collections of Tweets that are designed to radicalise the readers of the Tweet.
The authors use an unspecified semi-supervised learning technique to gather
more data. The training data is then used in the following one-class classifi-
cation techniques: KNN and SVM, to classify unseen examples. The point
of weaknesses for content-based techniques is that language used in radicali-
sation Tweets is likely to change depending upon the culture and education
of the radicalisers as well as the natural evolution of the language, which is
designed to avoid automated filters [50].

An extension to content-based techniques to estimate the emotion of the
Tweet. As discussed earlier, radicalisers are looking for a specific type of
person who can be affected by radicalisation Tweets. Emotion in Tweets can
be used as a manipulation tool. This is the approach used by [13]. Their
approach extracted emotion words from Tweets and represented them as a
vector. In this approach, an Emotion Vector is computed for a domain, which
in this case is radicalisation, and candidate vectors from unseen Tweets can
be compared. Similar Emotion Vectors indicate that the Tweet it was drawn
from is a radicalising Tweet.

In common with other crimes described in this section, some approaches
use account profiling techniques. Accounts that are used for radicalisation
will have a specific profile, which can be defined by features such as the
number of followers and posts. This is the approach followed in [64] who
used features such as “Number of posted tweets, Number of favourite tweets,
the average number of hashtags, number of tweets per day and the interval
between two consecutive tweets” [64].

Another factor in the radicalisation process is the influence of the radi-
caliser’s social media account. Accounts that have weak, or no influence will
not be successful in the radicalisation process. The removal of highly influen-
tial accounts will have a disproportionate effect on the radicalisation process.
Influence in social media is a well-known problem and relies upon measures
such as in-degree centrality or page rank where the influence is estimated by
the in-links on a graph, which in social media would be followers. The prob-
lem of radicalisation influence is not just the number of followers an account
has, but the successful propagation of radicalisation material (engagement),
as well as the number of users pushed through the radicalisation recruitment
pipeline.

There are some proposed approaches which detect the influence of ac-
counts that are used in the radicalisation process [23, 63, 131, 160]. For
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example, [23] used the content of a Tweet to predict its influence and by ex-
tension to the account it was posted from. The propagation of radicalisation
information can be used to identify the account it originated from. This is
the approach suggested by [160] who used Hidden Markov Models (HMM)
to estimate the originating account of the radicalisation material.

3.2.4. Defamation

In the United Kingdom, defamatory statements are statements that have
“caused or is likely to cause serious harm to the reputation of the claimant”
[116] and are covered by the Defamation Act of 2013 [116]. Although the act
limited the extraterritorial effect of defamation claims in the UK, it still has
an extraterritorial effect in limited circumstances, as per the case of Soriano
v Forensic News LLC [17]. Consequently, the location of the defendants in
an action brought under the defamation act is immaterial, but the UK needs
to be the natural location for the action. The unique offence found in the
literature review was Fake News.

3.2.4.1 Fake News

Some detection techniques rely upon characteristics of fake news published on
social media to mark them for removal. The main characteristics of fake news
that can be exploited by automated methods are: “1. the false knowledge it
carries, 2. its writing style, 3. its propagation patterns, and 4. the credibility
of its creators and spreaders” [181].

Fake news can be spread via social media not only manually through
troll farms [123] and retweet networks [102, 123], but also through auto-
mated methods such as social bots [139]. The social bots function similarly
as described in the Spear Phishing section where they automatically post
material that will play to the prejudices of people who then will propagate
the material to people within their network. In the light of the findings of
[73] it is doubtful that these techniques have been very successful since only
a very limited number of people have actually come into contact with fake
news.

The strategy employed by social bots is in the early phase of fake news
propagation. Social bots identify influential users whom they hope to influ-
ence to spread the fake news to their followers [139]. A large scale analysis
by [139] found that social bots produced a relatively large amount of posts
per week (100) of which thirty per cent would go viral, i.e numerous social
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media users will interact or view the fake story. It should be noted that this
study was limited to Twitter.

Several strategies can be used to detect fake news posts on social media
[34, 74, 83, 109, 113, 141, 142, 169]. Automated fake news generation and
their spread will depend upon Natural Language Generation techniques. As
stated earlier, the function of social bots in the spread of fake news is to target
influential social media users. There are therefore three factors: linguistic
content, type of propagation and user type, to consider for automated fake
news detection.

In common with other crimes committed, techniques that detect fake
through post content are supervised learning techniques, where known exam-
ples are shown to a learner and a model is produced that identifies unlabelled
candidates. In common with recent developments in text classification, at-
tention networks [109], large language models [80] and large Neural Networks
[172] have been used to classify social media posts as fake news. In addition
to the textual content, images often accompany alarmist text, and in the
approach proposed by [172] they used a variation of a Convolutional Neural
Network that took text and images as inputs.

Fake news content can often be sparse and noisy, and the aforementioned
text classification techniques may not be accurate enough to detect numerous
fake news posts. The alternative is to classify the spreader of fake news and
the propagation path of the post. This is the approach favoured by [169].
They produced an embedding of a target user by producing a vector that
represents a candidate user’s connections. By using these embeddings, it is
possible to compute a community as well as similarity with other users. The
assumption is that social bots will have similar embeddings and be members
of the same community. The authors also used a Long Short-Term Memory
Recurrent Neural Network (LSTM) to classify the propagation path of a
social media post. Using the embeddings and the propagation path allows
the classification of a social media post as fake news without examining the
content of the post. Variations of this technique which use textual content
of posts, type of connection and propagation have been used to find friends
of a user who spread fake news [83].

3.3. Abuse

This technique is where the offender uses social media to abuse a targeted
individual or group of individuals. The abuse technique may include threats,
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racial epithets or insults based upon a protected characteristic of the target
group or individual.

3.3.1. Criminal Offences

Abusive behaviour on social media is covered by multiple legislation in
the United Kingdom. The Crown Prosecution Service of the United Kingdom
has provided a summary of the offences committed by abusive messages and
behaviour on social media [136]. Offences can include8:

• “Making a threat to kill, contrary to section 16 Offences Against the
Person Act 1861” [136]

• “Making a threat to commit criminal damage, contrary to section 2
Criminal Damage Act 1971”[136]

• “Harassment or stalking, contrary to sections 2, 2A, 4 or 4A Protection
from Harassment Act 1997”[136]

There were two offences found in the literature review that would be cov-
ered by the abuse categorisation, they are Hate Speech and Cyberbullying.
Hate speech is where minority groups are subject to derogatory and insult-
ing language about their protected characteristics. Whereas Cyberbullying
involves the use of bullying language against the target. This language can
contain threats and insults against the target.

3.3.1.1 Hate Speech

In some jurisdictions, social media posts that are determined to be “offen-
sive” can be considered a crime, and the author may face a prison sentence,
censure or a fine. It should be noted that there are several jurisdictions, such
as the USA, where free speech protections ensure that hate speech is not
considered a crime. The term hate speech is derived from mature themes
such as “flaming”, hostile messaging and cyber-bullying [135]. Hate speech
is a hard task for automated detection because hate speech is defined by the
victim group, and therefore what could be considered legitimate criticism by
one group could be interpreted by the target group of the criticism as hate

8A full summary of offences can be found at:https://archive.fo/uMkZc
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speech. The recent issue of the Gender Critical community’s criticisms of the
Trans community [168] demonstrates the nebulous nature of hate speech.

There are several attempts to define hate speech, which then inform how
hate speech material is collected and classified. For example, [143] described
hate speech for their technique as “any offence motivated, in whole or in
a part, by the offender’s bias against an aspect of a group of people”[143].
Nevertheless, there have been a number of attempts to develop automated
system that detect hate speech [10, 30, 31, 37, 39, 55].

The work in [30] is a typical example of the approach used to detect hate
speech on social media. The data that they used was collected from Twitter
around what they called a trigger event. The trigger event in question was
the murder of Private Lee Rigby by extremists in 2013. The data was col-
lected for two weeks, which contained the hashtag #Woolwich, which is the
location in London where Private Rigby was murdered. The rationale was
for the two-week window was that public interest would peak and start to
decline within that window. In total, they collected 450,000 Tweets. From
these 450,000 Tweets, they selected 2000 Tweets for manual annotation. The
paper is excluded how they defined what constituted hate speech, although
they provided the following example: “Totally fed up with the way this coun-
try has turned into a haven for terrorists. Send them all back home.”. They
did not provide any inter-annotator agreement measures because they used a
crowdsourced annotation platform. The features were a bag of words (most
informative 2000 features) or hand-selected hateful features. The authors
compared the results of a Bayesian logistic regression, Support Vector Ma-
chine, Random Forest, and an ensemble of the three learners. In addition,
they estimated the difference between the feature types. In this case, hateful
features gave superior results to the most informative features.

The surveyed papers despite claiming to classify hate speech focus upon
insults that are motivated by a poster’s protected characteristics such as sex,
race, and sexual orientation. This paper claims that this type of speech is
a subsection of hate speech, and that a system that can classify all types of
hate speech is beyond the capability of machine learning techniques because
hate speech is defined by the target of the speech. Therefore, it is a subjective
standard, and any dataset generated for this task will have a high degree of
disagreement between the annotators.
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3.3.1.2 Cyberbullying

Cyberbullying is arguably the antecedent of hate speech, where vulnerable
individuals are bullied using social media and other Internet-enabled tools.
The act of cyberbullying is defined as “an aggressive, intentional act or be-
haviour carried out by a group or an individual, using electronic forms of
contact, repeatedly and over time, against a recipient who is unable to easily
defend him/herself” [76]. Although cyberbullying may not include acts of
violence, it does have consequences for the victim, which may include: “de-
pression, low self-esteem, behavioural problems, and substance abuse” [76].
These real-world consequences of cyberbullying make the detection and re-
moval of cyberbullying posts an obligation of social media companies. And
in common with crimes discussed in this section, it is not possible to manu-
ally police all activity on social media platforms, consequently, an automatic
approach is required.

There are relatively many approaches for the detection of cyberbullying
on social media, and the following [2, 43, 44, 45, 46, 54, 180] is a representative
sample of the techniques discovered. And again in common with other crimes
in this section the three main approaches are: content [2, 43, 44, 46, 54, 180],
account profile [45] and a combination of the account and content features
[4].

The content approaches are in the main two-class classification approaches
where the learner is trained on a specific set of features or the learner is rep-
resentational. Unlike the content approaches in other crimes, the sex of the
poster plays an important role [44] because the type of language used by
female cyberbullies is different to that of male cyberbullies [44]. The use of
gender features can improve the performance of the base learner.

The content approaches can be classified into: automatic feature learn-
ing based on Deep Learning [43, 2], Bullying Features[180], Rules / Decision
Tree [54] and Sentiment [46]. The advantages that a deep learning model
e.g. Convolutional Neural Networks (CNN) bring is that they are represen-
tational, and therefore no feature selection is required. Also, transfer learning
[56] can be used to reduce the number of labelled examples required, and re-
lationships can be learned from unlabelled corpora to pre-weight terms. A
reproducibility study conducted by [43] which evaluated several techniques
that used CNNs and their variants such as Recurrent Neural Networks (RNN)
on three publicly available datasets[43] found that a form of RNN, bidirec-
tional Long Short Term Memory (BiLSTM), outperformed traditional CNNs
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on detecting bullying posts. In addition, they evaluated several forms of
transfer learning and found that model-based transfer, which transfers Neu-
ral Network Weights and Word Embedding from one domain to another, was
the most effective in detecting bullying texts.

In common with other crime detection methods, in this section, account
features such as the number of followers, posts and so on can assist in the
detection of cyberbullying posts. Sock puppet and impersonated accounts on
social media can be used to bully people on social media without revealing
their true identity, consequently, user features can improve the detection of
bullying posts [45]. This is the approach taken by [45] whose main user
feature ’age’ was used to improve detection of bullying posts. Finally, [4],
uses combinations of account features, and content of posts to deduce if a
post is a bullying post.

3.4. Learner Selection

This section will describe the popularity of the learners used in the detec-
tion of crimes on social media. This is because the accuracy of content-based
approaches will be in part be determined by not only the data selection tech-
nique, but by the choice of learner (Classifier). The choice of the learner
should be determined by the data rather than by any predetermined bias.
The majority of the papers surveyed in this area did not have a learner selec-
tion description, or at least a rationale for their learner choice. Nevertheless,
this section will show the learners used in the aforementioned crime detection
tasks and their percentage use in the referenced papers. Learners that are
referenced once are grouped under others.

These values are shown in Figure 3, and it is quite clear that the single
most used learner is the Support Vector Machine (SVM). SVMs are used in
older papers or are used as a baseline to compare to more modern techniques.
Researchers who work in this domain seem to be following the general adop-
tion of large Neural Networks in the mainstream NLP Community. New
research in this area will likely follow this trend.

3.5. Representation of Data for Supervised Learning

In common with learners, how input data is represented as features to
a learner and classified by a model will have an effect upon the accuracy
of the technique. Representation learners such as Neural Networks learns
features automatically, however they can rely upon an embedding layer that
represents the vocabulary in texts as a vector. This vector captures the
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Figure 3: Learner Use by Percentage

semantic properties of a term or word. The embedding technique had a
great impact upon the model’s accuracy [149].

The main embeddings used are Aspect [109], which is a variation of word
embeddings where the vectors represent an aspect, a property of an object,
and their co-occurrence with terms. Comment Embeddings [55] is where
posts are represented as paragraph vectors which can represent variable-
length text as variables, Context-Aware Embeddings[80], which are embed-
dings that represent the different contexts of the same words, Sentiment-
specific word embedding [2, 43, 74], which are embeddings that represent
sentiment words, Word Embedding [2, 43, 113, 172], which are embeddings
that represent words in a Tweet/Post, User Embeddings [142, 169], which
encodes account information about a user on social media, and News Em-
beddings [142] which encodes news information from a Tweet into a vector.

The older learners require Feature Selection techniques to reduce the num-
ber of features and consequently the amount of data required to produce an
effective model. The survey revealed several frequent approaches. The ma-
jority are based upon the content of a post, however, several approaches rely
upon features of the poster themselves. The main content approaches use
the following features :
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• Hateful Terms [31], which is a subset of words or phrases that have
been pre-determined to be hateful,

• Typed Dependencies [31], which are words that are grammatically
linked

• News Features [83, 141], are features drawn from news stories and rep-
resent: headline, source of news, news content, and features from visual
elements

• Part of Speech (POS) [10, 30, 46, 54, 139, 174] which are features
derived from POS taggers

• Term Frequency Inverse Document Frequency (TF-IDF) [46, 54, 96, 44]
are keywords which are identified using

• TF-IDF, Profane Words, are words or phrases that are generally con-
sidered to be obscene

• Term Frequency [21] is the number of times a word occurs in a collection
of Tweets / Posts

• Document Frequency [21] which is the number of individual posts a
word occurs in a collection of Tweets / posts

• Sentiment [139, 138, 174] which are words and phrases that carry sub-
jectivity information

• NGrams [44, 122] which are Multi Word Expressions that contain two
Words or more

• HashTags [126] which is the extraction of HashTags from posts

• Names [126] which are names of people in the posts.

The main account features that were discovered in the literature review
are

• Gender [46], which is an indicator if poster is male or female

• User Features [4, 13, 44, 45, 64, 113, 138, 139, 144], which are features
derived from the account of the poster such as account creation date
and username
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• Temporal Features [4, 13, 34, 64, 138, 139, 144], which are timing fea-
tures related to number of posts per day, timings between posts and so
on

• User Frequency [21], which is the number of individuals who use the
word

• News User Features [4, 83] which are features from the user’s network.

Two approaches could not be classified as content or account techniques.
These features are Visual Clues [141] which are features from elements such
as videos and images, and Structural Features [4, 90, 95, 174] which are
meta-features about a post such as the number of words and sentences.

The most frequent approaches when selecting embeddings or features for
content-based techniques are ones that carry opinionated information such
as profane language, hateful terms and sentiment features. This should be
unsurprising because many of the crimes described in this section describe in-
timidation or manipulation of targeted individuals, which require subjective
and opinionated language.

The most frequent account features and embeddings use temporal and
users features. This is due to techniques designed to discover sock puppet
accounts, which have a specific account profile, and automated posting which
is likely to be conducted on schedule. And therefore can be detected through
the use of temporal features.

3.6. Common Approaches

This paper has a hypothesis that crimes that have similar exploit method-
ologies will have common detection methods. This subsection will discuss the
exploit methods of manipulation and abuse, as these methods are the ones
that have two or more crimes grouped under them.

3.6.1. Manipulation

The main approach for detecting manipulation offences is text classifi-
cation [126, 104, 1], and it is an explicit suggestion of this paper that text
classification would be a suitable technique for detecting exploit methods
that use manipulation to induce an action or obtain information from a tar-
get. This is because the technique is often used at scale and certain trigger
words and phrases are likely to have a high frequency within the exploit
messages. In addition to trigger phrases, manipulative exploit messages are

23



likely to have a high concentration of sentimental or emotional content, as
these features can be used to manipulate the target [88].

3.6.2. Abuse

In common with the manipulation exploit method, the abuse exploit
method has the common detection method of text classification [30, 180].
The text classification approaches are successful within this domain because
the abuse exploit method seeks to insult and demean the target. There-
fore, this exploit method will contain an excess of emotional and insulting
language, which if detected will be able to identify abusive messages.

3.7. Adaption to New Crimes

Social media is a dynamic environment where new crimes and frauds are
invented and committed, and it is not possible for the research community to
generate new datasets and models for each specific crime. It may be possible
to use suitable techniques from similar offences or reuse models and data
from similar domains. For example, there have been reports in the tradi-
tional media that social media is being used for rent, healthcare, cancel and
various other scams 9. It was not possible to locate papers in the literature
search that addressed each of these scam types individually. However, it is
a hypothesis of this paper that these scams could be addressed with existing
models or datasets and techniques such as Zero-Shot Learning [145] and do-
main adaption [125] to reduce the need for labelled data for a new crime or
exploit.

3.8. Discussion

Social media is being used to commit crimes, and Social Media Companies
have an obligation to stop and impede criminal behaviour. Social media
companies can not remove all criminal behaviour from their networks unless
they use draconian user identification methods. This approach is unlikely
to succeed as it will stifle the number of the users. Companies that have a
liberal user identification method will surpass them because of fewer barriers
to being a user. The alternate strategy is post sign-up intervention methods
that identify criminal behaviour, remove the post, and ban the user. As
shown by this section, there are several automated techniques that can be
used to detect and ban offending users at scale.

9https://archive.fo/NxK3n
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A possible open issue is the transfer of data and techniques from one
established crime to a novel crime. In this way, security researchers will not
have a lag from a novel crime being detected and a solution being developed.
A possible way forward is to a high-level detection where criminal behaviour
is detected in a user’s behaviour and posting rather than detecting specific
crimes, and that techniques such as Zero-Shot Learning [40] and Transfer
Learning [119] may help because they allow the reuse of data and models
to new domains. Zero-Shot learning is a technique where a learner needs
to predict a class for a data instance that does not exist in the training
data [40]. An example would be a learner trained on horse images, detecting
ponies in images in the test data. Zero-shot learning would do this by finding
an association during the training phase. Zero-shot learning has been used
successfully in machine learning with social media data [9], and therefore
it is reasonable to assume that this technique will be successful on related
crimes where there is an abundance of labelled data in one domain and a lack
of labelled data in another. Transfer learning is a series of techniques that
are used “to improve a learner from one domain by transferring information
from a related domain” [167]. Transfer learning has been used successful
in training a model for Hate Speech [114], and therefore it is reasonable to
assume that this technique can be expanded to other related crimes.

4. Exploit Methods

Social media can not only be used to commit crimes, it can also be used to
facilitate crime by offering an attack vector. Information can be gained and
targets induced to visit malicious sites where their system will be compro-
mised. This section will discuss several exploit methods using social media,
such as Information Leakage and Impersonation.

The motivation of this section is to survey methods that are used by
criminals to gather information from targets to exploit the target or systems
that they control access to, such as bank accounts

4.1. Information Leakage

Information leakage is the process where protected information appears
on social media through the negligence of an individual, company, or organ-
isation. The type of Tweets that expose possible information which can be
applied to various crimes is summarised by [105]. The summary contains the
types of social media posts that can disclose information as Vacation Posts,
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Drunk Posts, and Disease Posts. Vacation posts often reveal information
that the user is on holiday, and with other information, this may allow crim-
inals to target the user’s house for various crimes. Drunk posts are where
the poster is inebriated and may reveal personal information such as sexual-
ity or the committing of crimes. Disease posts reveal information about the
poster’s health.

An obvious form of information leakage is where users publish their per-
sonal information such as physical location, name, and job role. This infor-
mation can be used to enable crimes where attackers use personal details to
steal identities 10. The victim of information leakage may often not post their
own details to social media because friends or relatives can annotate posts,
and images with personal information such as real name or date of birth [91].

The nature and impact of threats of social media were described by [112]
and are shown in Table 1. They identified four main areas where information
can be leaked from social media.

Information leakage is not limited to personal information, and users may
unwittingly leak information that can be used to exploit the user’s employer.
The typical type of attack using this information is social engineering. Social
engineering [89] is a psychological attack where an attacker gains the confi-
dence of a gatekeeper to a secure system and uses that trust to exploit the
secure system. For example, CEO impersonation [157], could be a more cred-
ible attack when the attacker has access to time-sensitive information such
as vacation information. In this hypothetical example, the attacker could
use the area code in a spoofed telephone number when contacting the target
company.

Information leakage from social networks can assist a specific attack
known as a CEO impersonation attack. The CEO impersonation attack
is an example of using social engineering to make specific attacks against
high-value targets, e.g. an incident that happened in Ireland county council
which resulted in a transfer of 4.3 million euros to an account in Hong Kong
[150]. The move from random attacks to specific attacks has become a more
popular form of attack [111]. Information leakage can assist in more specific
forms of attacks, such as “Spear Phishing”. Information leaked from social
media can improve phishing attacks by generating emails that contain con-
tent that targets will click [112]. The combination of information leakage and

10https://archive.fo/qhq6c
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Action Security Threat Impact To Organisation
Status
Update

Status update informa-
tion is accessible to ev-
eryone on the social net-
work, from which sensi-
tive information may be
revealed.

Confidential information
can be obtained from the
status updates.

Friend
Requests

Unfiltered accepting of
friend requests can result
in fraudsters/attackers
being accepted.

Friends have access to
more information than
other users of the social
network. It is easier for
”friends” to gather infor-
mation for an attack.

Photos
and
Videos

Careless posting of im-
ages can reveal sensitive
information

Information from images
can allow attackers to
gain an insight on how to
compromise a person or
organisation’s system

3rd Party
Apps

Apps can be gateway for
malware which can com-
promise the user’ com-
puter or phone

Compromised system
can be used to access the
organisation’s system

Table 1: Summary of Information Leakage [112]

language models are likely to improve the effectiveness of automated Spear
Phishing.

4.2. Estimating Social Media Risk

Social media users may be ignorant of their exposure to information leak-
age. There are, however, techniques to estimate the information leakage
across multiple social media platforms [81]. For example, [81] used an aggre-
gate of information voluntarily released on a number of social media platforms
to estimate the average number of attributes for several common attacks.
The common theme of these metrics is that the attack vector grows with
the number of social profiles that the individual creates [41]. Information
leaked from social media can be aggregated with non-social information such
as phone directories to create a greater attack vector [41]. These metrics can
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be used to predict the likelihood of insider attacks on networked computer
systems [72].

The aggregation of multiple accounts created by the same person on dif-
ferent social media platforms is not a trivial task, there are however a num-
ber of techniques [69, 82, 115, 120, 175] that can be used to achieve this
task. A representative example of matching profiles on multiple social me-
dia platforms is provided by [175] who used a similarity-based approach to
match users on the LinkedIn and Twitter platforms. The similarity match-
ing uses publicly available profiles to match parts of the profiles such as
name, location, interests, and so on. Text comparisons were achieved using
Jaro-Winkler distance, which is a string similarity measure. Geographical
comparisons initially normalised locations using Geonames ontology. The
normalised approach computed a geographical bounding box, for example,
New York’s bounding box would be the city itself. The similarity between
the two locations would be the Euclidean Distance between the centres of the
bounding boxes of the different locations. In this way the similarity of a city,
e.g. New York, with the sub-area of a city, e.g. Queens could be computed.
The educational similarity is computed using Smith-Waterman distance, and
the similarity between summaries was achieved through SoftTFIDF. These
similarities were then used as features in various classifiers. This approach in
its current form is not suitable for large scale matching because in the worse
case to gain one profile match the technique will need to search n profiles
where n is the number of profiles on a social media platform, which is for
Twitter 330 million11. Besides, the similarity measures are computationally
expensive, which would prohibit any large scale exploit. Despite the limi-
tations of content-based profile matching, it does show the risk of matching
publicly available information.

4.3. Impersonation

Automated fraud perpetrated on social media can often rely upon im-
personated accounts. Impersonation is the act of creating a social media
profile or page which purports to represent a legitimate person or company.
The impersonation of an organisation may include techniques such as small
imperceptible spelling changes of a company name and in the case of indi-
viduals the unauthorised use of pictures and their name. Impersonation has

11https://bit.ly/3g5CK10
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been used to commit frauds such as romance scams [128], cyberstalking [22],
and as previously discussed, phishing.

Social media sites for well-known brands and individuals have a form of
authentication, however social media sites that do not verify users’ identity
are prone to a type of attack known as a Sybil attack [5]. A Sybil attack is
where an impersonated account acts as an honest broker to directly target
users to compromised websites or other locations, where a payload such as
malware is used to infect the target’s account.

Impersonated accounts can be used to communicate manually created
messages, however, to comprise accounts at scale require automated meth-
ods. Automated methods for impersonation will use a bot to generate posts
that will be used to commit further crimes, such as the aforementioned spear-
phishing and financial crimes [158]. The role of automated posts in imperson-
ation of legitimate social media accounts has already been discussed, as well
as the detection of fake or impersonated profiles on social media. However,
despite the interest of social media companies in detecting and removing im-
personated accounts [49], impersonation will continue to be a popular method
through which malicious actors can commit and encourage crimes.

4.4. Discussion

Information leakage from employees can increase the attack vector against
an organisation’s infrastructure, this risk can be mitigated by the implemen-
tation of corporate social media use policies as well as logging and monitoring
of users’ computer use [148]. These policies only manage the use of corporate
computing resources and are unlikely to curb information leaks from social
media posts made from private computing resources. Information leakage
from social media will be an area that attackers will exploit for the foresee-
able future.

An open problem in this area is to detect information leakage as it occurs,
or to identify users who are likely to unwittingly leak information and halt
the leakage as it occurs. Retroactive measures are likely to fail because the
information has already been propagated onto social media and may be used
by attackers.

5. Prevention and Detection of Crime

Social media is now part of a crime agency’s arsenal to detect and predict
crime. The crimes may be trivial such as theft or serious such as violent
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disorder and public insurrection. The predictors of crime may be threats
against a specific person or organisation or information gleaned from multiple
posts. This information can be used by law enforcement to prevent crimes.

The motivation of this section is to identify methods that are used to
resolve or report crimes that are committed in the physical world from in-
formation on social media.

Social media has changed how criminals act after they have committed a
crime. Traditionally criminals would want to hide evidence of a crime, but
since the advent of social media, criminals have started to publicise their
criminal act [127] 12. This information can be used to not only identify
a criminal, but can be included in the evidence in some jurisdictions at a
criminal trial. This section will cover work in the areas of crime prediction,
criminal detection, and detection of impersonated accounts.

5.1. Crime Prediction

Social media can contain information that allows the prediction of a spe-
cific crime or a group of crimes against specific targets or within a certain
region. Information from social media can be used discreetly or with other
information sources. This area of research is a relatively popular area where
there are a number of papers. The articles found in the literature review are
[3, 8, 11, 19, 32, 42, 61, 60, 67, 124, 79, 162, 163]. The main areas addressed
by the research are the prediction of Distributed Denial of Service Attacks
(DDOS) [8, 79], Civil Unrest [11, 12, 16, 19, 32, 86], Hit and Run [163],
General Crime [61, 67, 162], and Robbery [60].

The prediction of DDOS attacks against organisations is typically pre-
dicted by the sentiment directed against a particular organisation or entity
through social media messaging. Negative sentiment directed towards an
organisation is a strong predictor of future attacks [8, 79]. The assumption
is made that sentiment on social media reflects general public opinion [107],
and that there will be a minority of people who are motivated by the negative
sentiment who will take direct action[118]. The anger towards certain entities
generated through social media also can have real-world consequences and
this hypothesis seems to reflect the motivation of criminals involved in the
publication of fake news, where false negative sentiment against an entity is
intended to influence voters’ behaviour. The underlying rationale for these

12See https://archive.fo/quRLg as an example
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techniques is that emotion drives behaviour.
Civil unrest has been a common theme in research and has been applied

to popular uprisings such as the Arab Spring [16]. The hypothesis behind
using social media to predict civil unrest is that groups often use social media
to organise future protests 13 and that these messages hold information that
can be used to predict the location and time of the protest or the violent
disorder [11, 19, 32]. The main approaches found in the literature review for
predicting civil unrest are Information Propagation [12], Activity Cascades
[32], Text Classification [11, 16, 86, 108].

Information propagation in social networks is where information passes
from one to one or more users. In [12], an example of information propagation
is given as: “Twitter user Alice posts a tweet1 on a protest event on a given
day. Bob, a follower of Alice also posts a tweet on the same protest event
after the original post by Alice” [12]. The technique developed by [12] uses
the characteristics of information propagation of Tweets that contain protest
information to estimate if the protest will take place. The authors describe
information propagation as a tree and the features from these trees were
used to train a Support Vector Machine (SVM) which was used to predict
the likelihood of a protest occurring.

Activity cascades could be seen as similar to information propagation,
but in the approach described by [32] they claim that activity cascades are
where a post by one user causes subsequent posts on a similar subject by
other users. They claim that large activity cascades are indicators of large or
important events. They developed a regression model from features derived
from activity cascades to predict future civil unrest.

Text classification approaches look for specific information in a post or
tweet which indicates civil unrest at a future date. Text classification ap-
proaches can use unsupervised methods such as clustering [11, 86] or super-
vised techniques [16, 108]. Supervised techniques can be augmented with
semi-supervised strategies such as Active Learning [108] to improve the ac-
curacy of the model.

Hit-and-run offences are where a driver has a crash with another vehicle
or person and leaves the scene of the accident. This is a crime in many le-
gal jurisdictions. The unique paper found for this area [163] followed text
classification approaches used in the civil unrest domain, where specific in-

13https://archive.fo/I4tEd
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formation related to offences were extracted from Tweets. The authors used
Topic Modelling to make links between words in Tweets and hit-and-run
incidents. The topic distribution is used in a Generalised Linear Model to
predict hit-and-run offences from Tweet information.

General crime for this paper is where the offences being committed span
more than one type of crime. For example, the technique described in [67]
detected twenty-five crime types. The hypothesis of crime predictors in these
techniques is similar to that of other domains where words in a social media
post function either as a statement of intent, or predictors of crime. However,
there was one exception to this hypothesis which was [162] who assumed
that social media posts can be used to estimate the concentration of people
at specific places, and the concentration of people is an indicator of future
crime at that location.

The robbery predictor paper [60] is similar to approaches in other domains
such as hit-and-run, and general crime, where specific information, in this
case car descriptions, is extracted from Tweets to use to predict robberies.

The papers discovered in this section can reflect the type of crime they are
trying to predict. Crimes that require mass participation rely upon the incit-
ing information propagating across social media platforms. Whereas crimes
against organisations can be predicted by detecting the wider reputation of
the organizations. These can be found using techniques such as sentiment
or emotion analysis. Finally, specific crimes committed by individuals can
be inferred by crime-related words or topics are found in social media posts.
These techniques should be seen as a complement to proactively policing
techniques [117], not as a replacement.

5.2. Detection of Criminals

Information on social media can be used to detect criminals and criminal
activity. Information leakage not only can be used as an exploit vector, but
also can be used to identify criminal activities and networks. Detection of
criminals on Twitter can be a simple task because criminals can often boast
about their crimes. For example, the person who undertook the CapitalOne
exploits boasted about her crime on various social networks 14. Not all crim-
inals give such obvious signals, and therefore more sophisticated techniques
are required to detect individual criminals or networks of criminals. Some

14https://archive.fo/UJ25n
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techniques can detect subtle signals and imply that the poster is a criminal
or part of a network of criminals [33, 59, 85, 84, 93, 94, 100, 103].

A typical example of the techniques used to identify criminals is provided
by [94]. Their approach is a two classification approach that divides posts
into a criminal or non-criminal category. These posts then allow the iden-
tification of criminal networks. The approach is essentially a content-based
approach that uses topic modelling. The paper does not however provide
any experimental evidence that the technique is successful in identifying
criminal networks, nor does it provide any data of what a criminal tweet
or post consists of. Despite this, the technique is a simple explanation of
the content-based analysis of social media posts for admissions of criminal
acts. Although, it is unlikely that this approach can be used on a large scale
because the technique would need to scan all posts on a social network.

As argued earlier, content-based social network analysis has a point of
weakness, and therefore the techniques are unlikely to scale, and it is an issue
that the majority of authors ignore. There is one exception, i.e. [103], which
describes a system that is intended to process numerous irrelevant social
media posts. Their technique relied upon software such as Apache Spark, and
Apache Kafka, which is designed to process large amounts of data. However,
it is arguable that even with High-Performance Computing (HPC) content-
based approaches will not be able to process sufficient amounts of data to find
sufficient numbers of criminals and their related networks. Content-based
techniques need to have scalability as part of their design, where numerous
social media posts can be ignored.

An alternate approach to a content-based to infer a criminal network on
social networks is network analysis. The survey conducted for this paper
did not reveal any research that explicitly used network analysis on social
networks. However, there is related research that used other sources of infor-
mation and network analysis to infer criminal networks. For example, [171]
who used weblogs and their hyperlinks, as well as network analysis to infer
criminal networks. It, therefore, seems reasonable to suggest the same tech-
nique but using social networks and publicly available friend lists as well as
linked content in posts to infer criminal networks. This approach is likely to
be scalable because it is likely that a seed set of known criminals will be used
to select accounts that are likely to be part of a criminal network. This will
limit the number of posts and accounts that need to be analysed.

33



5.3. Detection of Impersonated Accounts
Impersonated accounts are often the basis or enablers of crimes such as

Spear Phishing. The automatic detection of impersonated accounts at scale
can assist social media companies to reduce and control the amount of crime
committed on their networks. A simple solution to reduce the number of
impersonated accounts would be to demand some form of government-issued
identification to be submitted before an account can be opened. However,
this type of restriction is likely to impede the number of users and would
limit the ability of the human rights activists to raise awareness of abuses
in totalitarian regimes, as well as impeding whistleblowers from publicising
actions of companies [146]. In addition, social media companies’ operations
span numerous legal jurisdictions with differing political orientations. It is
highly unlikely that a world-encompassing social media identification policy
could be agreed to. To circumvent national ID laws, criminals would simply
spoof IPs of countries with lax ID laws to open a fraudulent account.

The alternative to a legislative approach is to detect characteristics of an
impersonated account and either demand further identification of the poster’s
identity or delete the account. This approach can be used for user report-
ing. A simple method for detecting impersonated accounts is to look at the
friends-followers ratio and the evolution of friends - followers ratio [75]. The
friends-follower ratio for impersonated accounts is around thirty, whereas for
legitimate accounts it is about one. Impersonated accounts tend not to gain
friends over time, whereas legitimate ones will gain friends. A complemen-
tary approach to account profiling is the characteristics of the posts from the
impersonated accounts. As demonstrated in the phishing sections of this re-
view, impersonated or robot accounts posts will have specific characteristics
that can be detected by automated techniques [110]. Impersonated accounts
are not limited to high profile accounts such as celebrities and politicians.
Normal and low profile accounts are just as likely to be impersonated as high
profile ones [70].

There are several papers that describe detection techniques. [70, 110, 134,
152, 153, 177, 178]. The main approaches can be divided into the aforemen-
tioned categories of Account Profiling and Textual Characteristics, as well
as the combination of the two approaches. Account profiling is a technique
that uses the characteristics of the account to infer if the account has been
impersonated. Typically, these techniques do not use the linguistic charac-
teristics of the post. For example, [134] used “Education and Work, Gender,
Relationship Status, Number of wall posts by the person, Number of photos
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of a person tagged in, Number of photos the person has uploaded, Number of
tags in the uploaded photos by the person and Tagging Average on photos”
[134] to deduce if the account has been impersonated.

Text Analysis is where the technique identifies some form of writing or
posting style of the impersonated account. This characteristic may be a
weakness in automated text generation methods or the raison d’être of the
impersonated account. The text analysis approach was used by [110] who
used an analysis of frequent and infrequent domain-specific words to define
an account signature. This approach can detect: “authors with sockpuppets
accounts” and “front-user accounts which are operated by several authors”
[110].

The outlier in the survey is [70] which identified pairs of accounts that are
“doppelgangers”, where one account is likely to be an impersonated account
of another. Their approach used a rule-based approach that detected simi-
larities between user-name, screen-name, location, photo, and biography [70].
Their rule-based approach detects similarities between these attributes and
makes a connection between the accounts. They also used the now-defunct
Klout Score service15 to estimate the reputation score of the accounts. With
the reputation score, it was possible to determine from the doppelgänger pair
which account is fraudulent and which is genuine.

5.4. Discussion

Social media not only offers opportunities to commit a crime, but also of-
fers an alternative route for crime detection. Criminals and their crimes leave
indicators of their future crimes, as well as their criminal associates. Auto-
mated systems that trawl social media can offer law enforcement a rapid way
of identifying criminals as well as the location of future crimes. Social me-
dia will not replace traditional investigation techniques, but will complement
them. There should be a caveat to the described techniques. Any technique
that is successful at scale will provoke a change in criminal behaviour on
social media to circumvent the technique. Criminal detection techniques will
need to evolve to match criminal behaviour, and consequently there will al-
ways be a window of opportunity for criminals to exploit while automated
systems catch up. And therefore, an open problem is to transfer detection
techniques from one domain to another. As with crimes on social media,

15https://archive.fo/8JQ6n
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there will be a similarity between crimes committed in the physical world,
and consequently it may be possible to transfer techniques between similar
criminal offences.

6. Social Media Tools and Data

The exploitation of information on social media requires some technical
sophistication, which may be beyond the ability of attackers and security
researchers. The availability of tools will allow low-skill or “script kiddies” to
launch attacks using social media information. The motivation of this section
is to document the available datasets and tools that security researchers can
use and adapt to their research.

All the tools found in the review conducted for this paper were for Spear
Phishing. There are likely more tools available, but because of the criminal
intent of these tools, they are not published in the academic literature. A
summary of a sample of the available tools is shown in Table 2. A represen-
tative tool of the ones found in the literature review is SNAP R which uses a
form of a Recurrent Neural Network (RNN) to generate phishing posts with
embedded malicious links that a target will click which will execute a payload
on the target’s system. The system will then be exploited by the attackers.
An example of posts generated by the system can be found in Table 3. As
shown by the examples that the phishing posts seem “natural”, and it seems
reasonable that targets may click on the links. The release of large language
models such as GPT-2 or more recently GPT-3 [29], as well as the increase of
multiple social media accounts held by each individual, is likely to improve
the click-through rates of tools such as SNAP R.

6.1. Social Media Datasets

The papers discovered in the literature review for this paper rarely pub-
lished their datasets, which means that it is often not possible to replicate
the reported results. Replication is fundamental in any form of science, and
the community should use freely available datasets. Therefore, in this sub-
section is a list of freely available datasets, and where available a link to the
dataset is provided. The datasets are listed in Table 4.

Although academic researchers did not release their datasets, competitive
machine learning platforms such as Kaggle which are used to host machine
learning competitions have released numerous datasets to the public. These
datasets can be novel and collected for the platform, or a combination of
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Tool Name Reference Description
SNAP R https:

//archive.

fo/68oGx

The tool is used to automatically
generate phishing posts for tar-
get Twitter Accounts. The tool
uses an LSTM trained on a gen-
eral corpus and a Markov model
trained on the target account’s
public posts

Speed Phishing
Framework

https:

//archive.

fo/fCu1H

SPF was designed to automate
Spear Phishing attacks by gener-
ating automated emails to targets

recon-ng https:

//archive.

fo/aiIBg

Recon-ng is a reconnaissance
framework that is designed to
identify possible targets for auto-
mated spear phising attacks.

Vase (Vulnera-
bility Analysis
and Scoring
Engine) [38]

No publicly
available code

Vase uses Twitter discussions
about Common Vulnerability and
Exposure (CVEs) to predict e
Common Vulnerability Scoring
System (CVSS) scores before the
official assessments from NIST.

Table 2: Social Media Exploit Tools

Example Tweets16

@andrewmcgill Someone should do a story on the inequality of hap-
piness within countries. https://t.co/HWENeSfs92
@kavehwaddell out of sight, out of sight, out of sight, out of mind.
also, harder to tap. https://t.co/eKY0heVcoQ
@marinakoren Russia and Ukraine are nearing a deal for the Quiet
Car on This Trump Train https://t.co/eKY0heVcoQ
@ibogost Welcome to my hood. This is great tho
https://t.co/ZuDpl23qy7

Table 3: Example Tweets of SNAP R

existing datasets. This is reflected in the datasets found in the literature re-
view for this survey, where many datasets are only hosted on these platforms
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and are absent from the academic literature. Organised shared tasks are an
alternative to commercial competitions, and they are perhaps more relevant
to academic research. One of the more well-known organisers is SemEval
which is part of the International Workshop on Semantic Evaluation17. Se-
mEval provided one of the datasets, HateEval, found in the literature review.
Finally, media organisations often release social media that they think are in
the public interest. In this case, NBC a media organisation from the USA
released a cache of Election Tweets from alleged Russian Troll Farms.

6.1.1. Cybercrime Data Repositories

AZsecure18 data is a data science testbed for the intelligence and security
research community, maintained by the University of Arizona’s Artificial In-
telligence Laboratory. AZSecure-data.org provides a list of social web data
sources. The site maintains its own Dark Web and Geo Web forum data col-
lection 19, and datasets of hate speech, as well as links to data maintained by
other universities, such as the security-related Twitter data maintained by
the University of Virginia, similar to the Outlier Detection DataSets (ODDS).
While many of these datasets are related to network traffic and opinion fraud
in online reviews, the list also contains a Twitter dataset from 2014 related
to terrorism and domestic security. During the literature review, the authors
have collected a list of datasets, API’s, and platforms that can be used for
detecting cybercrime. The majority of the datasets were collected from sev-
eral websites. There are ten freely available network-related cybersecurity
datasets, three phishing related datasets, one dataset is also available re-
lated to the detection of credit card fraud. Twitter has four freely available
datasets, including those related to influence bots, spam, and terrorism.

6.2. Discussion

Exploring the techniques used by black hat hackers and bad state actors
to exploit social media for criminal gain requires tools and datasets, both
of which are in short supply. Researchers in the area as a rule do not re-
lease either the code, tool, or data that they use in their research. This
is regrettable that academic researchers do not release their data and code,
and the release of data and code must be mandated by academic journals

17https://archive.fo/ci20r
18AZSecure-data.org
19see related publication in the section on the underground economy
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Data Set Types References Location
Civil Unrest https://archive.fo/A0Gn2

Civil Unrest https://archive.fo/j9QWd

Civil Unrest https://archive.fo/HQk7O

Impersonation [101] https://archive.fo/5d6e3 https:

//archive.fo/KWyGN

Fake News [140] https://archive.fo/14lJS

Fake News https://archive.fo/qNuWa

Hate Speech https://archive.fo/pTjI6

Hate Speech https://archive.fo/CKVgF

Hate Speech [48] https://archive.fo/qahkm

Hate Speech [35] https://archive.fo/6jWD5

Hate Speech [36] https://archive.fo/9AptN

Offensive Communica-
tion

[176] https://archive.fo/H0eQG

Russian Troll Tweets http://nodeassets.nbcnews.com/

russian-twitter-trolls/tweets.csv

Radicalisation https://archive.fo/wctbB Kaggle
Employment Scams [156] https://archive.fo/QKYk7

Cyberbullying https://archive.fo/bjtuD

Cyberbullying [43] https://archive.fo/qlWwk

Table 4: Social Media Datasets

and conferences so that results can be replicated by independent researchers.
Without replication, there will always be some doubt on the results produced
described in this survey. Papers in Computer vision and machine learning
conferences like CVPR and ICCV release their code, consequently computer
vision has rapidly improved. Similarly, there have been some initiatives from
conferences such as ECML 20 to encourage reproducibility, and for research
that has a societal impact, data submission must be mandatory.

In common with other discussion sections, this paper suggests that the
ability to transfer or re-purposing existing tools and data to a new domain
is an open problem, and is a method of adapting to new criminal behaviour.

20https://archive.fo/uE4mJ
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7. Conclusion

This survey has demonstrated that social media is being used as an at-
tack vector to commit criminal acts such as comprising information systems,
fraud, and inducing users into committing terrorist acts. Social media com-
panies have to police their sites to identify, remove, and ban users who are
committing criminal acts. This is a delicate balancing act of freedom of
speech and criminal intent. And as shown by the hate speech section, crim-
inal intent is not always clear. Criminal acts such as Lèse Majesté 21 are
often used to suppress criticism of leaders and which is legitimate behaviour
in many jurisdictions. However, social media should not be used as a forum
of hate speech in the name of freedom of expression. Social media companies
must only consider criminal behaviours which are a breach of natural law,
where the consequence of the post is a crime in most legal jurisdictions. The
crime detection methods are similar for each type of crime, either they rely
upon content, account profiling, and in some cases information propagation.
The content-based methods that use large Neural Networks can be adapted
for new areas using transfer learning, consequently, this paper suggests that
researchers share their models via a central repository such as a model zoo
22 so that researchers do not have to train Neural Networks from scratch
because this can take large amounts of data. Transfer learning will reduce
the amount of data required to produce an effective model.

The majority of the approaches and datasets found are for English, which
limits researchers’ who are working in a weakly supported language ability
to research social media posts in their language. An alternative to building
datasets in specific languages is to use multilingual frameworks such as Mul-
tifit [57] that allows training of a model in a well-supported language such
as English, which will also be able to classify texts in a weakly supported
language. This approach frees the researcher from language constraints. It is
a strong suggestion of this paper that future approaches work in a language-
neutral manner. It is hoped that these suggestions for future research areas
will improve the state of the art and allow the adoption of the described
techniques to niche crimes and languages.

21For example, see https://archive.fo/xahej
22https://archive.fo/JdoOp
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Snehal Patil, Alessandro Flammini, and Filippo Menczer. Detect-
ing and tracking the spread of astroturf memes in microblog streams.
CoRR, abs/1011.3768, 2010.

54



[127] Surette Ray. How social media is changing the way people commit
crimes andpolice fight them. USApp–American Politics and Policy
Blog, 2016.

[128] Aunshul Rege. What’s love got to do with it? exploring online dating
scams and identity fraud. International Journal of Cyber Criminology,
3(2), 2009.

[129] Alina Ristea, Chad Langford, and Michael Leitner. Relationships be-
tween crime and twitter activity around stadiums. In Geoinformatics,
2017 25th International Conference on, pages 1–5. IEEE, 2017.
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