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Abstract

We recently introduced a class of Z graded discrete Lax pairs and studied the associated
discrete integrable systems (lattice equations). We discuss differential-difference equations
which then we interpret as symmetries of the discrete systems. In particular, we present
nonlocal symmetries which are associated with the 2D Toda lattice.
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1 Introduction

We recently introduced a class of Zy graded discrete Lax pairs and studied the associated
discrete integrable systems [7]. Many well known examples belong to that scheme for N = 2,
so, for N > 3, some of our systems may be regarded as generalisations of these. The purpose
of this paper is to consider continuous deformations of our discrete Lax matrices, giving rise to
differential-difference equations, which can be interpreted as continuous (local) symmetries of
our fully discrete systems. Again, the Zy grading gives us a way of systematically calculating
general formulae for our generic systems. We must consider various types of compatibility. For
partial differential equations, compatibility is just the usual integrability conditions (equality of
mixed partial derivatives). Our partial difference equations require a similar compatibility of
mized shifts, whilst our differential-difference equations require a compatibility between shifts
and a continuous variable.

In Section 2 we give a short review of the general framework for the derivation of discrete
systems compatible with our discrete Lax pairs, given in [7]. In particular, we introduce a pair
of potential forms of our equations. In Section 3 we consider the continuous isospectral flows of
our Lax matrix L and give the explicit form of the first flow for the general case. We also derive
the form of the master symmetry, which can be used to construct a hierarchy of isospectral
flows. In Section 4 we consider the compatibility of these isospectral flows with the Lax pair L
and M for the fully discrete system, thus giving them the role of symmetries. These symmetries
are also written in terms of the potential variables.

In Section 5 we consider the class of degenerate systems, the simplest example being Hirota’s
KdV equation. We present a generalisation of Hirota’s KdV equation, giving a scalar equation,
defined on 2N points. We show that one of its symmetries is Miura related to a Bogoyavlenskii
lattice equation.

*School of Mathematics, University of Leeds, Leeds 1.S2 9JT, UK. E-mail: A.P.Fordy@leeds.ac.uk
*School of Mathematics, Computer Science & Engineering, Liverpool Hope University, L.16 9JD Liverpool,
UK. E-mail: xenitip@hope.ac.uk



In Section 6 we present two nonlocal symmetries for our general discrete system. These are
associated with forms of the 2D Toda lattice [9, 6], when we use the potential forms. In partic-
ular, in the quotient potential form, the nonlocal symmetries act as Backlund transformations
for this Toda lattice. In the generic (non-reduced) case, our fully discrete system is just the
corresponding nonlinear superposition principle. This connection with the Toda lattice was to
be expected, since this nonlinear superposition formula contains, as special cases, several well
known examples of discrete integrable system, including the modified KdV and modified Boussi-
nesq equations (see [11]). The connection of the 2D Toda lattice to these “modified” (PDE)
hierarchies was given in [6] in the context of the factorisation of scalar Lax operators [4, 5] and
the whole hierarchy shares the same Bianchi superposition formula.

2 Zn-Graded Lax Pairs

We now consider the specific discrete Lax pairs, which we introduced in [7]. Consider a pair of
matrix equations of the form

\I’m—l—l,n = Lm,n \I’m,n = <Um,n + >\Q€1> \I’m,m (2'13)
Uit = Mo U = (Vi + A0 ) U, (2.1b)

where
Up,n = diag <u$2?n, e ,u%;”) Ok Vin,n = diag <v,(72?n, . ,v,%fn_l)) k2, (2.1c)

and € is an N x N matrix, defined by
(Q)ivj = 6j—z’,1 + (52'_]'7]\[_1, satisfying QN = In.
The matrix 2 defines a grading, which we call the level:

Definition 2.1 (A level k matrix) An N x N matriz A of the form
A = diag (a(o), e ,a(N_1)> OF

will be said to have level k, written lev(A) = k.

The four matrices of (2.1) are then seen to be of respective levels k;, ¢;, with ¢; # k; (for each
i). The Lax pair is characterised by the quadruple (kq,¢1; k2, ¢2), which we refer to as the level
structure of the system, and for consistency, we require

ki 44y = ky + {1 (modN). (2.2)
Since matrices U, V and Q are independent of A, the compatibility condition of (2.1),
L1 Mpmn = Mpi10Lmn, (2.3)
splits into the system
Unn+1Vmn = Vos10Unn, (2.4a)
Upn+192 = Q20U = Vir1,,9% — Q9V,, 4, (2.4b)

which can be written explicitly as

@ - Gtk) @ (itk2) (2.5a)

um,n+1 m,n - Um—i—l,n mmn
(4) (i+l2) _ (@) (i+61)
um,n-i—l - um,n - Um—i—l,n - Um,n ) (25b)

fori € Zy.



Notation: The symbols Sm and Sn will respectively denote the shifts in the m and n directions:
Smu%)n = ui,?ﬂ ., and Snu%),n = ugnﬂ, with A, =S — 1 and A, = S,, — 1 the corresponding
differences.

2.1 Classification Problem

In [7] we discussed the equivalence problem of two systems with level structures (ki1,¢1; k2, l2)
and (K, 0); kb, 05), satisfying (2.2). They were said to be equivalent, if one quadruple can be
mapped to the other by applying either of the following transformations.

Ti : (a,b;¢,d) — (c,d;a,b)

To : (a,b;¢,d)— (N —a,N—b;N —¢c,N—d). (2:6)

We can then classify our Lax pairs, depending on whether or not N and ¢; — k;, i = 1,2, are
coprime.

1. The coprime case: (N, /- k:l) = (N, fy — k:g) =1
This involves Lax pairs which satisfy

N— N—
H u%)n = a, H vﬁﬂb)n = b, where Aja=A,;b=0. (2.7)
j=0 J=0

The above relations allow us to express one function from each set in terms of the remaining

ones. The coprime case is further subdivided into:

e The generic subcase : ab # 0,

e The degenerate subcase : a # 0, b = 0.

Lax pairs with a = 0, b # 0 are equivalent to the above degenerate case by a change of
independent variables. Finally, the fully degenerate case a = b = 0 is empty.

2. The non-coprime case: (N, 1 — k) = (N, ly —ky) =p>1
If N = pgq, then the Lax pairs take the form of p x p matrices of ¢ x ¢ blocks.

The fundamental variables now form ¢ x ¢ blocks, which have various degrees of cou-
pling/decoupling, depending upon the values of k; and ks.

2.2 Potential Forms

We can reduce equations (2.5) by introducing potentials.

2.2.1 The Quotient Potential

Equations (2.5a) hold identically if we set

(i) ‘b(i)ﬂ () ‘b(i) +1
urfb’n = Tk;) , ny:L’n = /8 m s 1 E ZN, (28&)
where a = o, b = BV, after which (2.5b) takes the form
i i+l2) i i+01)
o ¢£n)+1 ntl ¢£n+12n ~ 3 ¢£n)+1 ntl ¢£n n-IH ic7 (2.8b)
¢(z+k1 (i+-l2+k1) | — ¢(z+k2 (i+l1+k2) | N> ’
m,n+1 m,n m+1,n m,n
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defined on a square lattice. These equations can be explicitly solved for the variables on any of
the four vertices and, in particular,

’H—k:l (Z-i—k‘z Z—i—fz Z—i—fl

¢ o (bm n—i—l(bm—i-l n (bm-‘rl n /8 (bm n+1 =¥/

m+lntl (i+k1+£2) (i4k2) (i+k1) | ¢ N-
m,n o (bm-‘rl n /8 (bm n+1

(2.8¢)

In this potential form, the Lax pair (2.1) can be written

\Ijm—l—l,n = (a¢m+1,an1 ¢771%n + AQél) \Ijm’”’
(2.9a)
\I’m,n—i-l = (5¢m,n+19k2 ¢771}n + )‘Qb) \Ilmv"’

where

N-1
i = ding (00, 00V)  and  det () = [ 60, = 1. (2.9b)
i=0
We can then show that the Lax pair (2.9) is compatible if and only if the system (2.8b) holds.

2.2.2 The Additive Potential

Equations (2.5b) hold identically if we set
u%) Xi:L)—I—l n X%—i—ngl)’ ’UngL),n = Xgril,),n—l—l X%—Fnb)v (&S ZN' (2103)

Equations (2.5a) then take the form

(ng)ﬂ n+1 X&tﬁ-)l) (X&)ﬂ,nﬂ X&ff%)

(i+k2) _ . (i+ko+L1) = ithk) _ (iAki46) (2.10b)
Xm—l—l n Xm,n m,n—+1 m,n
for i € Zy.
In this potential form, the Lax pair (2.1) can be written
\I/m—i-l,n = ( (Xm—i—l,n - QZl Xm,nQ_Zl) le + )‘Q£1>\Ilm,na
(2.11)

\I/m,n-i-l = ( (Xm,n-i—l - QZ2Xm,nQ_Z2) Qk2 + )‘Qb)\l’m,na

where

X = ding (XD XY

We can then show that the Lax pair (2.11) is compatible if and only if the system (2.10b) holds.
In this case, conditions (2.7) become the first integrals

N N-1
4 £2)

IT (i — i) = o, (s = i52)) = Y, (2.12)

=0 1=0

where we have set a = oV, b = 8. Hence it is not always possible to reduce the number of
potentials x (in local terms) by employing these.



3 Differential-Difference Equations as Isospectral Flows

In this section we consider semi-discrete Lax pairs, involving both discrete and continuous vari-
ables; the resulting isospectral flows are differential-difference equations. We first discuss con-
tinuous isospectral deformations of the matrix L, ,, satisfying (2.1a). The simplest solutions
give rise to the lowest order autonomous flow Jdu u,(i},n and a master symmetry, which generates
an infinite hierarchy of autonomous flows.

In this section we consider differential-difference systems which only involve shifts in the
discrete variable m. However, since we later wish to interpret these as symmetries of the fully-
discrete system (2.5), we continue to write our functions as depending on both indices m and
n. We have also deliberately not labelled (k,¢) as (k1,¢1), since when we later replace Ly, ,, by
My, ., we will need (k,£) = (ko, l2).

Let us start with the N x N Lax pair

\Ijm—l—l,n = Lm,n\Ijm,ny at\Ijm,n = Sm,n \I’m,na (31)

with Ly, , defined by (2.1a) (but with the replacement (k1,¢1) — (k,£)) and Sy, , a A—dependent
matrix, to be determined.
The compatibility condition of the above system is

ath,n - m—i—l,an,n - Lm,nSm,n' (32)

If we write this as
Lr_n}nath,n = Lr_n}nsm—i-l,an,n - Sm,na

and note that
O log (det Luy) = Tr (Lyy 0 L)

we obtain the conservation law

O¢log (det Ly, ) = Ay, (Tr (Spn)) - (3.3)
Setting
Sm,n = L;z}an,na (34)
we can then write (3.2) as
(Um+1,n + )\QZ) (atUm,n + Qm,n) = Qm+l,n (Um,n + AQZ) ) (35)

which is used to determine @,y in terms of U,, ,,, as well as the resulting differential-difference
equations.

For the simplest solution, we assume that @,, , is independent of the spectral parameter.
We then collect the different powers of A in equation (3.5):

Qm,nUm—l,n - Um,nQ_ZQm,nQZ = 07 (363)
8thm,n = Q_ZQm—l—l,nQé - Qm,n- (36b)

Clearly, the second equation implies that lev(Qm ) = lev(Uy,,) and provides us with a set of
N differential-difference equations for the functions v, i € Zy.
We write

Unn = diag(u(?  ull) ...,uﬁ,{fgl))Qk, Qmn = diag(q©) ¢ gN=yok, (3.7)

m,n’ Ymmn> m,n’ dm,n> ydmyn



Then, equations (3.6) give

gD, ulth) = D) gk, (3.8a)
o), = ¢\ — a9, (3.8b)

Remark 3.1 Notice that (3.8a) implies that
0, A,

H (i+k—0) H (i+k) -~
i=0 Um—1

=0 9m,n —1,n

The left hand side equals 1, which tells us that H -0 um)n is a constant (in m) (compare with
(2.7), which tells us that it is independent of n).

The existence of this isospectral flow therefore implies that a and b of (2.7) are independent
of both m and n.

To calculate (Tr(L;,h, Qm.n), we note that

1

-1
-1 _ ¢ —/ _
Lok =07 (A +U0™) = o =

QW Iy = ANT2D 4 (D))

where D = UQ¢. This follows from the property DY = a Iy in the coprime case. Thus

1

1 . —¢ (\N—-1 N—2 N-1
Since (N,k — ¢) = 1, the only diagonal term (level N(k — ¢)) is Q_Z(—D)N_lQm,n, and

Tr (Q_Z(_D)N_lQm,n) =-Tr ((_D)NUW_%}an,n), so we have

i
Tr (L) Qun) = Z qm -

i= ()umn

Noting that both a and X are independent of m and that det(L,, ,) = a—(—\)", the conservation
law (3.3) implies
(1)

N-—1
Bi(a— (V) =aAn, (Z q’(’j)") : (3.9)

i=0 Um,n

Since the left hand side of this is independent of m, we have

gm;n _ Co+C1m

and O = ¢y, (3.10)

where cg, c; are constants.

(4)

Equations (3.8a) and (3.10), fully determine the functions g, in terms of u,, ,, and uy,—1 5.

Remark 3.2 (Explicit formula for q%)n) It is, in fact, possible to derive a general formula

(4)

for the functions gy :

| G
Qoo —qgf)nH :(ja)n, where § =k —{, i=1,...,N -1, (3.11)
j=0 Um,n



(0)

and where gmn s given by

N— ( u(o) N— 1u(o) i—1 u(]é—iik
mn (()) _ Ymn s m n

Z = e =" L G

i=0 U n i=1 Umpn j=0 Umn

Thus, we have proven

Proposition 3.3 The system

\I/m—i-l,n = (Um,n + )\QZ)\I/m,n ) 8t\I/m,n = (Um,n + )\QZ)_l Qm,n \Ilm,n )

where
Um n = dlag( gg)n’ gfll)fﬂ Tt 7u£r]LVr:1))Qk7 Qm n — diag(qgg)n7 Q’](’)i)’n7 A 7Q§nNn 1))Qk7
with
(+5) bt ~ gl 1
gn,n um—l,n = ugn) q%—; ) and (2)’ — a’
i=0 Ymn
is compatible if and only if u%)n satisfies
oull), = qgjl{n g (3.12)

This leads to the (differential-difference) local conservation law

) <Nzl @) ) (Z qmn). (3.13)

i=0
An equivalent statement can be made for the case co = 0,cq1 = 1, corresponding to the flow

Orull), = (m+ 1)y, —mall,,  with d;a=1, (3.14)

m,

by making the replacement q,(,?n — mqﬁ,?n in the formulae.
We will see in Section 3.2 that this defines a master symmetry for a hierarchy of autonomous
flows, the first of which is (3.12).

3.1 All Inequivalent Cases for N =2 and N =3

Up to equivalence defined by
T :(a,b) = (N —a, N —b),

we list all semi-discrete Lax pairs in two and three dimensions. In the following lists, we present
only the entries of matrices @, for the autonomous case, and the corresponding differential-
difference equations. To obtain the non-autonomous solution, with ¢y = 0,¢1 = 1, we just

multiply the formula for qﬁ,?m by m, obtaining the 7—flow (3.14).



3.1.1 The Case N =2
Here there are just two cases.

1. Level structure (k,¢) = (0,1). Entries of matrix @y, , are

©)
(0) ! (1) Um0

G = ") om0 dmn T ) (u(o) o >

m—1,n + Um;n Um;,n m—1,n m,n

The corresponding differential-difference equations are

8,u0 (1) © = gul) = ¢ (1) (3.15)

mmn — Qm+in — 9mn> = 9n+1n ~ 9mn-
2. Level structure (k,¢) = (1,0). Entries of matrix @, are

(1)

= s W= gt (316a)
Uy~ 1 T Umin Um.n (um_lﬂ + umn>
The corresponding differential-difference equations are

0y = a0 — a0 o, = g — b, (3.16b)
3.1.2 The Case N =3
Here there are three cases.

1. Level structure (k,¢) = (0,1). Entries of matrix @, are
1 0 1
Qo = % W Ao = % 42, = % b, (3.17a)

where I’ = ui,g)_lmug)—l,n

equations are

o = 4@ (O PHCORC) W gu® =g, ¢ (3.17b)

mn qm+17n ~Amn mn qm—l—l,n ~Amin> m+1,n Amn -

+u£2)nug)n+u£i)_lnu%)n The corresponding differential-difference

2. Level structure (k,¢) = (1,0). Entries of matrix @, are

(1) 1 (2

1 Uy, — 17 U _1, Unp— 17
=kt e et o g,
Umin UmnUm,n

where I’ = u&?nu%?n—ku(l) u(z) —i—ug)_lnus,%)n The corresponding differential-difference

m—1n"m—1n
equations are

,n = qm+ ,n
3. Level structure (k,¢) = (1,2). Entries of matrix Qy,, are

2) ey 2)

u —17 1 U _17 U _17
Gon = =@ e Gn S G = g e (319)
m,n UmnUmin

NG

where ' = Upy— 1 Ugn =11
equations are

0@ — oV © gl = ¢@ O au?, =% — a2, (3.19p)

mmn — Ym4+ln Qmn nm qm+1,n R no qm—i—l,n

+u£2)nu£,%)n+ug)_lnug)n The corresponding differential-difference

8



3.2 Hierarchies of Commuting Flows

The flow (3.12) is just the first of an infinite hierarchy of (autonomous) isospectral flows. As is
often the case, these can be constructed with the use of a master symmetry. The results of this
section are summarised in Proposition 3.9.

We denote this first autonomous vector field by X1

co N-1

= > > Xx7.,0 SO

i=—o00 j=0 "

where this infinite sum is the formal prolongation of the components X}rf n = q,(fb +? — q,(f,,)

the shifted variables. The process is much simpler than in the case of symmetries of differential
equations. Here, we just take the formula for the component Xﬂf » and make the shift m — m+i.

Acting on functions of a finite number of shifts, this sum is finite, so well defined. We denote
the corresponding t—parameter as t!.

Definition 3.4 (Master Symmetry) A vector field XM, given by

co N-1

Z Z m+m8 ulh

i=—o00 j=0 o
for some functions Xn]\{[% is said to be a master symmetry of X' if
(XM X1, X1 =0, whist XM, X1]+#0.
We then define X* recursively by X*+1 = [XM XF].

Proposition 3.5 Given the sequence of vector fields X*, defined above, we suppose that, for
some £ > 2, {X1, ..., X'} pairwise commute. Then [X', X1 =0, for 1 <i<{—1.

Remark 3.6 This follows from an application of the Jacobi identity, but we cannot deduce that
[[XM, X%, X*] = 0. Since we are given this equality for £ = 2, we can deduce that [X', X3 =0
(see the discussion around Theorem 19 of [15]). Nevertheless it is possible to check this by hand
for low values of £, for all the examples given in this paper.

Since some of the ABS equations fall into our general class, we can generalise known results
[14] on master symmetries. We thus consider two vector fields defined by matrices S,lﬂ,n and

M .
Sonn

1. Sm .., corresponding to the vector field X!, defined by (3.12).
2. S%n, corresponding to the vector field X defined by (3.14).

Note that S%n = mS}nm. Then

O L = SM 1w Lo — LS, = 0pull), = (m+1)gl7]) —mall),, (3.20)

with q,(,?n defined as in the autonomous case. This defines the components of the vector field
XM Tt can be checked that [X™, X1] = X? is nonzero and that [X!, X?] =0, so XM defines a

master symmetry for X1,



Consider the compatibility of the two equations
X = Sy, and - XMy = Syl by, (3.21)

Since X! and XM do not commute, we cannot consider Ym,n as being simultaneously dependent
on both t' and 7. The compatibility condition for these equations is

X2hmm = (XM, X N = (XM Sy, = X SPL L+ (St St mn = S ¥moms
defining the next flow.
Definition 3.7 (The k" flow) We can recursively define the k' flow by
XE o = SE mn,  where S = XMk — xFAGM 4 [SEL S k=20 (3.22)

m,n >

Remark 3.8 (Assuming commutativity) We know that [X', X?] = [X, X3] = 0, but for
the next calculation we assume that [X', X7] =0, for all i,j > 1. This means that we have the
zero curvature conditions

XISt 0= X S) 0+ Sty Shn] = 0. (3.23)

the formula for S*

m,n’

Recalling that S% n = mS;

where (using (3.8b) and (3.20))

oo N-1 ' '
R= Z Z <(i + 1)‘152;221,11 - qu&r”) 9.6 - (3.24)

. . m—+1,n
i=—o00 j=0

using (3.23), then gives

We now define a sequence of matrices Q’fn’n, with S,’%,n = L,_n}nQ’,ZL’n, where Q}n’n = Qmn (of
Proposition 3.3). We then have

thus giving the recursion

fn—t_é = RQ]:n,n - (RLm,n)Lr_r:ann,n = RQ]:n,n - Q_gQirL—l—l,nQZLf_n}ann,n' (325)
Starting with Q}n’n, which is independent of A\, we find

an,n = RQ}%” — Q_ZQ;H,,@QZLE”Q,{Q’” = RQ&WL + A dependent terms.

which is the sum of two parts, the first of which is independent of A, whilst the second is rational
in A, with det L,, ,, in the denominator. Using the recursion, we find

an,n = Rk_lQ}nm + X dependent terms. (3.26)

Again, the first part is independent of A and the second a rational function (with (det Ly, )*~*
in the denominator).
The calculation of the evolution O Up, , leads to an analogous formula to (3.5):

(Um+1,n + )\QZ) (atk U + ka,n> —Qhn <Um7n + AQZ> . (3.27)
It follows from the structure of Q'ﬁmn that
OpUnn = QS (R1Qh, ) 9 = R¥1Qh,

We summarise these results in:

10



Proposition 3.9 The master symmetry

drull),, = (m+ g\, —mald),

n

generates the hierarchy of symmetries

atku%%n = Sn (Rk_l (qﬁ,i}?)) — RF1 (qﬁ,’l)n) , (3.28)
where Nl
R= 3" > (4000 —ia5hin) 0,00
i=—o00 j=0 ’

and 8t1u£rib),n is given by (3.12). Equation (3.28) is the compatibility condition of
\I’m—l—l,n = Lm,nqjm,na atk\Ijm,n = an,n \I’m,ny

where SF s defined recursively by S,If%n = RS:%_T}

m,n

4 Symmetries of the Difference Equations

In Section 3 we considered the compatibility of a discrete shift in the m—direction and a con-
tinuous evolution in ¢, given by (3.1). The simplest case is described in Proposition 3.3. The
master symmetry of Section 3.2 generates an infinite family of commuting symmetries.

The compatibility of discrete shifts in both m— and n—directions (equations (2.1)) leads to
our fully discrete system (2.4) (written explicitly as (2.5)). We now consider the flows (3.28) as
symmetries of this discrete system.

4.1 The Evolution 0, w(,i)n

For any time evolution (3.1), the compatibility of
Vintl = MmanWmn:  OVmn = Smn Ymn, (4.1a)
with My, ,, defined by (2.1b), gives the equation
Ot My = Smn+1 Mo — My n Sy (4.1b)

Here Spmn = Ly}, Qmun, where Qpp and Uy, , must satisfy (3.5). Using (3.2) and (4.1b), we
then have

8t(Lm,n—l-lj\4m,n - m—l—l,an,n) = Sm—l—l,n—l—l(Lm,n—l—le,n - m—l—l,an,n)
_(Lm,n—i-le,n - Mm—i—l,an,n)Sm,n:

showing compatibility on solutions of the fully discrete system (2.4).
For the flow given in Proposition 3.3, we find

Lm,n-{—latMm,n = Qm,n—i—l Mm,n - Lm,n-{—l Mm,n L;z}n Qm,n = Qm,n-{—l Mm,n - Mm+1,n Qm,na

where we used the difference equation (2.3).

11



The explicit forms of L and M then lead to

-0 12 lo—2
8th,n = Q 162m,n—|—1Q 2 -0 lQm,na
Um,n+1 8t‘/m,n = Qm,n-{—l Vm,n - Vm—i—l,n Qm,n'

The first of these is just the t—evolution of V};, ,,, which, in components, is just

81521(2) (i) _ qlitta—t) (4.2a)

= 4qn n+1 m,n )

whilst the second, using (2.4b) to eliminate Vj;,41 5, leads to

QZl ‘/m,nQ_Z1 Qm,n Qm n+1Vm n — QZQ Um nQ Qm n - m n—l—IQ Qm n+IQ 2 (42b)

Remark 4.1 Each expression in this equation has level ki + ko (requiring the condition (2.2)).
Since U, V and Q are known quantities, this looks like an additional constraint, but it can be
shown that this holds identically as a consequence of previous equations.

Similar results can be calculated for the 7—flow (3.14) (see Proposition 4.2). We can extend this
discussion to the flows introduced in Section 3.2. The analogous formula to (3.28) is

Opti)y = Su (R (i) = RA (aliti=™). (4.3)

The remaining parts of (4.1b) would give several conditions analogous to (4.2b). We conjecture
that these hold identically, but have no general proof. For all specific examples calculated, this
is the case.

4.2 Symmetries in the n—Direction
This whole structure can be repeated for continuous flows in the n—direction:

8S\I’m,n = (Vm,n + )\QZQ)_IRm,n\I/m,ny (44)

with the simplest choice being that R, , is A—independent. The analogous formulae to (3.6)
are

Rm,nvm,n—l - ‘/m,nQ_ézRm,nQZ2 =0 and 85‘/771,71 = Q_Zsz,n—leéz - Rm,n—i—l'

The results following from the mutual compatibility of the four linear equations are summarised
in the proposition below.

Proposition 4.2 Let (k1,01 ; ka,02) satisfy (2.2), with (N,ky — £1) = (N,ka — ¢3) = 1, and
consider the system of equations

Uppi1n = (Umn +mfl> _— (4.52)

T (an +AQ@) o (4.5b)
-1

OV = ( o +AQfl) Qun Wi » (4.5¢)

OV = (vmn +AQ@) R W (4.5d)
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where
Upm,n = diag ( £n>n, e ,u%ﬂf”) Ok Vin,n = diag < Sn)n, .- vﬁnn )> QF2 (4.6)
mn = diag (qu}n,- ,q,(évn )> ok R, = diag (rﬁg?n,--- , %Nn )> Qk2. (4.7

Then, the system of difference equations (2.5) follows from the compatibility condition of equa-
tions (4.5a) and (4.5b).
The differential-difference equations

o), = g — ), Bl =gl — gt (4.8)
Orul), = (m+ 1)l —mal), . 00, = m(ql ) — qlitmt)  (4.8D)

(%)

where © € Zy and the functions g, are solutions of

] +k k1—£1)
qﬁn,)n 7(77;,— 17)7,_ %)nqr(%tzl 1

(4.9)

follow from the compatibility condition of equation (4.5¢) with (4.5a) and (4.5b), respectively,
and define symmetries of system (2.5) in the m direction. The T—flow satisfies Ora = 1, 9;b = 0.
The differential-difference equations

8Su£)ib)m = TﬁrZL:-EIQ,ZL - grll,tfl 62) asvgri;,),n = 7‘5:;”%_)1 - S,?n, (410&)
0,u®, = n(rl ) =)y g @ = (a1 e (4.10b)

(4)

where © € Zy and the functions ., are solutions of

' N-1 (7,
r@ (2+k2)1:v’ rlithka=tz)  gpqg Z mn:— (4.11)

Tmn Um,n— mmn T'm,n
= ()'Umn

follow from the compatibility condition of equation (4.5d) with (4.5a) and (4.5b), respectively,
and define symmetries of system (2.5) in the n direction. The o—flow satisfies O,a = 0, Oyb = 1.

Remark 4.3 (Master Symmetries) The non-autonomous flows (4.8b) and (4.10b) are mas-
ter symmetries for their respective hierarchies.

4.3 Symmetries in Potentials Variables

We can explicitly write these symmetries in terms of the potentials introduced in Section 2.2.

4.3.1 Quotient Potentials

. (4)
Substituting ugf,,),n = oz(b}’jii’l’)‘ into the first of (4.8a), we obtain

m,n

¢£n)+1n <8t¢m+1n 8t¢ H_kl ) _ (i—t1) ()

(i+k1) (2+k1) m+1ln qm n
m,n ¢m+1 n m,n

13



Using the potential form of (3.8a),

(i+k1) (i4+2k1)
m,n ! q(z) (bm 1,n (i+k1—€1)
gb(l) m,n " (i+ky) im.n >
m+1,n m,n
we can write this as
at¢(2+k1 ¢£7Z"Lt21]?711) (i+k1—£1) _ 8t(ﬁm-l-l n 7(721—;51) (i—£1) 4.12
(i+k1) (i+kr) 1mun - - (4) qm+1,n‘ ( . )
m,n m,n ¢m+1 n ¢m+1,n
Since the right side of (4.12) is just the left side with (m,i) — (m + 1,7 — k1), we have
(@) (i+k1)
Obiin _ Pmln -tr) 4 (413)
OSin  adin
where c¢ is a constant, to be determined. Since
N-1 N-1 /  (i+k1)
at<logH¢£?,n> Z( ORLT gl)—i—cN—O
=0 7
then
N-1 ( Zl) N— (7, kl) 1
CN:_Z Z T o
=0 m 1,n i=0 Ym,n
Carrying out a similar calculation of the s—symmetry (4.10a), we obtain the formulae
9,60  — (i+h) _ Dinn 4.14
t¢m,n = a qmn ¢m 1n NO(N7 ( : a‘)
i — — i+k @mn

Remark 4.4 These choices of constants have made the vector fields tangent to the level surfaces

H ¢mn = constant, so these symmetries survive the reduction to N — 1 components, which
we always make in our examples.

The master symmetries are calculated in the same way, but we must take into account that
Ora = 1/(Na¥~1) and 9,8 = 1/(NBN~1), which implies that the additional constants must
depend upon m and n respectively, giving

£1) ¢(i+k1) m ¢£:'J)’”

aTQng),n = mao qﬁnn m—ln " NN (4.15a)
(4)
i i+k2) n(bm,n

0 Ol = 1B AL St — S (4.15b)

Example 4.5 ((k1,¢1;k2,02) = (1,2;1,2)) Using (2.9b), we can make the replacement

(¢£72?n7 ¢%?n7 ¢£7?L?n> = <—7 ¢mn7 Cbm)n) )
¢ @m,n
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to get the 2—component system

. Oéqbgrlgi-l,n B B¢m n+1 1
¢m+1 n+l1 ¢ 1) )

m—+1, n¢m n+1 ﬁ qu n+1 ¢m+1,n m,n

(4.16)

¢m+1 n+1 (1) ’

m,n

_ < a¢mn+1 _ﬁ¢m+1n > 1

«Q ¢m+1 n¢m n+1 ﬁ ¢m,n+1 ¢m+1,n

which admits two point symmetries generated by
8€¢£rg?n = n+m¢m ,n? G(b%?n = 0 and an(bgv),?n = 07 87]¢£72n = wn—i_m(b%?n?
where w? +w +1 = 0. Written in terms of these potentials, the symmetries (3.19) take the form

(0) (1) 1) (0)
@m,n Ym,n 1 m,n Ym,n 1
athbgg?n:_? (Imn—g ; atw%?n:? 7. 3] (4.17)
where ’7m n = ¢m+1 n¢rriL),n¢£riL)_1,n and ]:m n=1+ ’YT(n)n + ’7(1)
The local master symmetry
1

8T¢1(’9L?n == mathbgg?n) 8T¢£;2 - m81¢mn, 87_()[ = @,

allows us to construct a hierarchy of symmetries of system (4.16) in the m-direction. The formula
[XM X1 = X2 gives a linear combination of a genuinely new symmetry and X'. The “new”
part of X? is given by

(1) Am (W10)
(0) ¢mn 'Ymn m—1,n
% 0mn =05 Fpn StV FoF =0 )
W () A (7(” )
1 _ Cbm,n Ym,n m—1,n
% 0mn =708 Frp Ot T F

Similar considerations hold for symmetries in the n-direction. They actually follow from the
above ones by employing the invariance of system (4.16) under the interchange of lattice variables
and parameters.

4.3.2 Additive Potentials

We consider symmetries of the discrete system (2.10b). An obvious Lie point symmetry is

aexﬁ,i)n — 1. In terms of the potentials x(¥), defined by (2.10a), the differential-difference systems
(4.8a) and (4.10a) take the form

Ol = ), Bl = 1, ey,

mmn qmn

Example 4.6 (Equivalence class (ki,/3; ka,¢2) = (0,1;0,1) ) A Discrete Boussinesq System,
introduced in [7], is

0 1 0 1

(0) o (Xsnzi-l n XT(n)n)Ximzi-l n (X7(n)n+l Xgn)n)xgz)n-i-l

Xmtintl = (©) ©) ’
Xm+1,n — Xmon+l
(4.18)
3 3

(1) _ 0 1 o B g

Xm+1,n+1 - Xm n + 1 1 ( 0 1 0 1 .
gnzl-l,n - X£n3n+1 Xgnzi-l n Xgn)n Xgn?n—l—l - Xgn?n
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The lowest order symmetries for this system are generated by

(0) ey

81‘,1 XSrol)n = 0 1 XmJOL — Xm—lL” 1 0 )
’ a3 + (Xgnz_l,n - Xgﬂ?n)(xgﬂ?” - X7(n)—1,n)(x£nzi-1,n - X&n)—l,n)
o _ .o
o, = Xt 1.0 = X

0 1 0 1 1 0 ?
ol + (xfn)+1,n — ) (X — xﬁl)_l,n)(xfnll,n - an)_l,n)

and a master symmetry is

8TX£)€,),7L = matlxgz),nv 67'04 = 5 5 1= 0, 1.

5 Symmetries in the Degenerate Case

In this section we consider the reduction of the symmetries of our fully discrete system to the
degenerate case (see Section 2.1). Whereas the t—flow (4.8a) can always be reduced to this
subcase, the s—flow (4.10a) presents difficulties.

Analogous to the formula (3.3), we have

s log (det My ) = Ay (Tr (M, Rinn)) - (5.1)
For the generic case (b # 0) we can calculate the formula which is analogous to (3.9)

N-1 (i) N-1
Ny _ Tmmn | _ i j
ds(b— (=N)M) =bA, <§ : 5 ) =An | D8 TTv9, (5.2)

i=0 Umyn i=0 j#i

If we now let v%\j{ Y0 (so b — 0), then the left hand side vanishes, leading to
N-2
r%\’frjl) H vﬁfb)n = constant. (5.3a)
=0

If the above product is nongzero, then we can set this constant to be 1. Otherwise, this equation
trivialises.
In order to define the symmetry (4.10a), we need to solve the equations

r(@) U(i+k2) :U(i) litha—to)

m,n “mmn—1 m,n ' m,n ’

i € Zn, (5.3b)
with v,(n]\jn_l) =0, in conjunction with (5.3a).

This symmetry can only be constructed in the case vN=1 = 0, v £ 0,i # N —1. In
all other cases there are not enough equations to determine r® . Furthermore, if ko # 0, then
successive equations imply that successive components rﬁﬁ)n must vanish (or that further v
components must vanish). This can lead to either a trivial symmetry (all components are zero)
or to arbitrary functions. This phenomenon occurs in Example 5.3 below.

At the other extreme, v(® #£ 0, v = 0,4 # 0, we can also calculate a symmetry, using

another approach, which is described in Section 5.2.
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5.1 The Case v/V="1 =0, v® £0,i# N -1

We present some examples for N = 2 and N = 3, to illustrate the way of solving Equations
(5.3).

Example 5.1 (Hirota’s KAV Equation: N = 2, equivalence class (0,1;0,1)) Setting

fuﬁ,}b)n = 0 in equations (2.5) gives us

0) _ 1 _ _@ 0) _ a
Ugn?n = Um,n, Ugn?n - 9 Ugn,)n = Ummn — )
Um,n Um,n41

and Hirota’s KdV equation

a a
—— + Ump+l = Umtin T .
Um+1,n+1 Um,n

(5.4)

Symmetries for this equation have been discussed by Yamilov [15]. In our framework, the t—flows
for this are direct reductions of those for the 2—component system. The first symmetry (3.15)
reduces to the single component

1
8tlum,n = um,nAm < > .

Um,nUm—1,n +a

Since the t—hierarchy is impervious to the degeneration of V', the corresponding master sym-
metry survives:

87'um,n = um,nAm ( m > , 87—CL =1.
UmnUm—1,n +a
For the s'—flow, we note that
1 1 1 1
i = © Tin = O Osivin = © O (5:5)
m,n—1 Um,n Um,n-‘,—l Um,n—l

using (4.10a). For the variable u,y, , defined above, we have

1 1 1
01Uy n = © NG = Umnlp < ) ) (5.6)

Um—l—l,n Um,n—l um,num,n—l —a
using (4.10a), the above formula for v,&??n and Hirota’s equation (5.4) (to replace ty,4+1,n+1). Not
all s symmetries survive this reduction, indicating that the 2—component master symmetry
does not reduce. However, since equation (5.4) is invariant under a simple discrete symmetry
(m,n,a) ~ (n,m,—a) (under which the ¢! and s! flows interchange), we can write the master
symmetry for the s—hierarchy:

aJum,n = um,nAn < n > y E?Ja =—1.

UmnUmmn—1 — @

To derive this from the reduced spectral problem requires the consideration of non-isospectral
flows.

Example 5.2 (N = 3, equivalence class (0,1;0,1)) In [7] we give a 2—component generali-
sation of Hirota’s KAV equation. Now we set vnz,n = 0 in equations (2.5) to obtain

Lo - e o 4wy a4
m,n 0 @’ m,n m,n (0) ) > m,n m,n 0 (1 )
Um nUm,n Uy n4+1Umon—+1 Umn,nWpp 1
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together with the system

a (0) _ .0 a
(0) (1) + Upn+l = Umiin + 0 @ ) (57&)
U4 1 n+1%mt1,n+1 Urn,n Uy 1
a 1 _ @ a
(0) 1) T U1 = Upyip T OO (5.7b)
Upn+-1,nUm~+1,n+1 Um,nUm,n

The t' flow is exactly (3.17), whilst the s! flow is given by Og1 u%)n = rf,i:_ll)n — rﬁfb),n, where

1 1 1
0) — (1) — (2 —
Tmmn = ’ rm,n - ’ Tm,n - )
7 Uﬁ'gv)n—lvgrlb?” ,Uir?,)n—lvg,)n—l Ugr(z,)nvﬁi}b,)n

which, after replacing fuﬁ,?n with the above formulae and using the difference equation (5.7), can

be written

©\? 1 @
© 0 (1)
duull), = i (1) A ! .

The master symmetry for the {—hierarchy is given by

1 (0)
002, = uDuhm (%) L ol = uD,A, (me) ,

where I' = a(ugg?n + ug)_ln) + u,@b?nuﬁg)_mu,%?nuﬁ)_m, and we have 0,a = 1. This time we have

no simple symmetry and no master symmetry to generate a hierarchy of s—flows.

Equation (5.7) admits a further reduction, with v%)n = 0. Whilst the #* hierarchy survives
reduction, the s—flows do not (the above formulae for r,(,z)n do not allow v%)n — 0), so we leave
the discussion until Section 5.2.

Example 5.3 (The equivalence class (0,1;1,2), for N =3 and U,(,?n =0) In this case we
introduce variables uy, , and vy, , by

0 1 1 2 a
U = U, Uy = ——,  uf = ——
m,n Um,n
0 1 a 1 1
Ur(n,)n = - ) Uy(n,)n =a < — UmnUmmn+1 |
Um,n Um,n+1 Um,n
to derive the system
a 1
Um,nVUmn + = + QUm+1,n Um+1n+1, (583)
Um+1,n Um,n+1
a
Um,n+1Vmn+1 T = + aUmp Umntl - (58b)
Um+1,n+1 Um+1,n

18



The symmetry in the m—direction is given by (3.17), but under this reduction:

Um—1,nUm,nVUm,n Um—1,nUm—1,nUmn
Oru = _um,nAm < : T : 7 > O = _Um,nAm : T 7 : )

where I' = Up— 1 nUm n(QUm n + Vm—1,,) + a. On the other hand, since ks = 1, equations (5.3b)

imply that r,&?}n = rg)n = 0, with no constraint on r,%?n, leading to

2 1
Ostimp =0 and  Osvm, = vm7nrﬁn?n.

Consistency with equation (5.8) implies that r,(,i)n must satisfy the difference equation

1 2 1
rr(n}‘rl,n = um7nvm,nr£n,)n7
so the symmetry is nonlocal.
Noting that the left hand sides of equations (5.8) are related by a shift in the n direction,
we can derive an equation for the single component u:

1 1

AUm+1,n+1Um+1,n+2 + - + QUm nUm,n+1 - (59)
Um,n4-2 Um+1,n

Equation (5.8a) is then a first order, “driven” difference equation for vy, ,. In this case the
t—symmetry reduces to

Um—1,nUm,nUm—1,n+1
Omn = —UmnQm < . (5.10)
1+ um,num—l,n-‘rl(um—l,n + um,n—i—l)

On the other hand, the s—symmetry trivialises, with T%)n =0.

5.2 The Case v© £0, v® =0, i #0

Proposition 4.2 states that for the non-degenerate case (b # 0), the system of difference equations
(2.5) has the symmetry (4.10a), where rﬁrz,,),n are given by the solution of (4.11). In the specific
degenerate case for which vN=1 =0, v() £ 0, i # N — 1 the last equation of (4.11) is replaced
by (5.3a). In all other cases, equations (4.11) do not determine the symmetry, so, in the present
case, we replace the evolution (4.5d) by

N
1 .
0a1VWmn =Wy nVin, where Wy, =— Z —w (5.11a)

)\i m,n?
i=1

where matrices W@ are A-independent. The compatibility of (5.11a) with the difference equation
(4.5b) leads to

O Vi + (Vi + A2Q) W = Winir (Vi + A20) (5.11b)

Collecting different powers of A in the compatibility condition we find the relations

Ot Vi + WD 0% = QW) (5.11c)
VoW, + QWD) =w v w0l i=1,... N -1, (5.11d)
Vi W) = W) Vi, (5.11e)
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Since lev(Vinn) = k2, we see that lev (Wéf}n) =i (kg — o).

We may start with a solution of equation (5.11e), noting that lev(W ™)) = 0, and then
proceed to the next equation which involves W) and W (V=1 and so on so forth. For generic
k2 and /9 this is quite involved but for the case (k2,f2) = (0, 1) where V;;, ,, has only one non-zero
entry, this can be done systematically.

We can now take our solution for W and consider the compatibility of (5.11a) with the
difference equation (4.5a), giving

@m%m+@%m+VwQW%m: mHm@%m+Vm). (5.12)

5.2.1 With Level Structure (0,1;0,1)

To solve Equations (5.11c) - (5.11e), we choose WT%NTZ = diag (1,0,...,0) and then recursively
solve for the remaining matrices. Eventually, we find, from (5.11c), that
8sv£2?n = w}r},n - w}r?,nﬂ, where W,&})n = diag (w,l,gn, w}r}’n, . ,w}nj\fn_l) QN1 (5.13a)

Then (5.12) gives ' , ,
35%(%)7” — whtl —wli (5.13b)

m,n

When N = 2, these formulae just give the same result as (5.5) for Hirota’s KdV equation.

Example 5.4 (The Case N =3) We now consider the further reduction of Equation (5.7),

with fu?(ﬁ)n = 0, corresponding to uSS)n = —m—@— In this case, (5.7b) holds identically, whilst

77lanum,n+1

(5.7a) takes the form of a six point equation

a (1 a
EOEY = Uptinte T @ (5.14)
um—l—l,num—l—l,n—l—l um,n+1um,n+2

u,%)n +

In this case the t' flow and the master symmetry reduce to

Um—1,n+1 Mum—1,n+1
8tlum,n = um,nAm (# ) 87'um,n = um,nAm # )

. 1
where I' = a(Umn + Um—1,n41) + UmnUm—1nUm n+1Um—1n+1, With Uy, , = ugn)n and O;a = 1.
To construct the s' flow, we solve the equations for Wr(,fb)n to obtain

1 1 1
1 . . 2
Wi, = diag ( 0@ 0 00 0 )Q

Um,”vm,n—l-l Um,n— 1 Um,n—2 'Um,nvm’n_ 1

1 1
2 o .
Wf%,)n = dlag <U(T), 0, T) Q,

m,n m,n—1
to give
1 1
a0V = — (5.15)
; 0 0 0 0
’Uﬁn?n_lvgn,)n—2 Ugn,)n+2vgn,)n+1

We can now take our solution for W and consider the compatibility (5.12). The off-diagonal
0) (0

terms vanish identically as a consequence of the defining constraints (for v, tUm.n, etc) and
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(1)

the difference equation (5.14). The s' evolution for us; ), (given by one of the components of
(5.12)) is

1
aslu%?n = w71n2,n - w717"}+17" - (Sn B Sm) <W) 7
v,

m,n—1"mn—2

. . . 1
which can be written in terms of u,, = uﬁn)n

1
P G B -
Fm,nFm,n—l—l
where I'y, , = @ — U nUm,n—1Um,n—2-
Example 5.5 (The Case of General N) Example 5.4 can be extended to general N, reduc-
ing again to an equation for the single function u%)n, with

N-1_(1)
o -« @ —,0 i—=9 N_1 o _ ¢ ITis0 Umnti
um,n - N—2 (1) ’ um,n - umm-l,-i—lv b IR ’ Um,n - N—2 (1)
Hi:() m,n+i Hi:o m,n+1
. 1 . . .
Writing ,, , = u&n)n, we obtain the difference equation
a a
um,n + N—2 = um—‘,—l,n—]—N—l + N—1 . (517&)
Hi:O Um+1,n+i Hizl Um,n+i

The u%)n component of the ¢! flow can then be written in the form

N-2
i U _17 .
Ot U = U n A H] Lol , (5.17b)
Ym—l,n
where
N—1 [N—j-2 N=2 N—2
Ym,n =a H Um+1,n+p H Umnts | + H Um,n+jUm+1,n+;-
Jj=1 p=0 s=N—j =0
In this formula, we use the convention that Hz(i)a(j) P, = 1, whenever a(j) > b(j).
The first s—flow (5.13a) is now
N-1 N-1
1 1
900 = — , (5.17¢)
’ ] (0) (0)
7=1 Um,n—j j=1 Um,n-l—j
while the u%)n (5.13b), with u%)n = Upm,n, takes the form
N2 N-1 1 N2
=0 Um.n—j =1 Um+1n—j j=0 )
where
N—2 i N-1
Py = H pi, with p; = H Umnyj and Dy, =a— H Urn,n—j-
i=0 j=—i J=0
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5.2.2 The Modified Bogoyavlenskii Lattice Equation

As a consequence of Equation (5.17¢), the variable v = 1;%0) satisfies one of the modified Bogoy-
avlenskii lattice equations [3]:

N-1 N-1
2
OsVmn = Umon H Umontj — H Umon—j | (5.18)
j=1 j=1

so we can state the following:

Proposition 5.6 A Laz pair for the modified Bogoyavlenskii lattice equation (5.18) is given by

1

N
1 .
Uit = < w4 AQ) Ui, OsWpmn = — <Z;W(Z)> Wy s (5.19a)
=1

Um,n

in which the N x N matrices WU) are given by

W(]) = diag (p%?nv O(j_l)7p7(7]~‘b?n+j—N7p7(7]~3n+j—N+l’ t ’pg?n—1> QN_j’
j=1,...,N—1, (5.19b)
W™ = diag(1,0,--- ,0), (5.19¢)

where functions p%)n are defined as

N—j—1
P9 = ] vk (5.19)
k=0

and symbol 0U=Y) in the definition of matrices W9 stands for (j — 1) consecutive zero entries.
Furthermore, (5.18) is related to (5.17d) through the Miura transformation

N-2

N—1 :
a— 2o tmmnti

Umn =

Corresponding to the difference equation (5.17a) for w,, ,, we can derive a difference equation
for vy, p, for low values of N. For N = 2,3, it is given respectively by

(Um,nvm,n-‘rl - Um+1,nvm+l,n+1)2 - a(vm,n - Um—i—l,n-i—l)(vm—i-l,n - 'Um,n—i-l) =0
and

3
(Um,nvm,n+lvm,n+2 - Um+1,nvm+1,n+lvm+1,n+2) +
a(vm,n - Um+1,n+2)(”m+1,nvm+1,n+1 - Um,n+lvm,n+2)(vm,nvm,n+1(Um,n+2 - 'Um—l—l,n—l—l)
FUm+1,n+1Vm~+1,n+2 ('Um,n—l—l - 'Um—l—l,n)) =0.

The case N = 2 can be found in the classification of [2] (H3* with ¢ = 0), whilst the case of
N = 3 is new.
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6 Nonlocal Symmetries and the Relation to 2D Toda Systems

In the previous section, we derived (generically) local continuous symmetries for the discrete
system (2.5), as described in Proposition 4.2. In that case, Sp,, of the Lax pair (3.1) had
specific forms given by (4.5¢) and (4.5d).

In the current section we present two different solutions for Sy, ,, one linear in A and the
other proportional to A™!, which give nonlocal symmetries of the entire class of fully discrete
systems (2.5) (only the first of these is nontrivial for the degenerate case).

The Lax pair given in [6] for the 2D Toda lattice is generalized to (6.1) yielding nonlocal
symmetries for our fully discrete system. In this way, we associate a 2D Toda lattice with each
equation in the entire class discussed in this paper. In the generic (non-degenerate and non-
reduced) case, the nonlocal symmetries are just the components of the corresponding Bécklund
transformation and the discrete system the corresponding nonlinear superposition formula.

In the case of reduced equations, such as (6.14), this correspondence is not so straight
forward. However, in this case, we use our nonlocal symmetries to derive Schief’s Backlund
transformation [13] for the Tzitzeica equation. It is still not clear what role is being played by
the discrete equation (6.14).

6.1 Nonlocal Symmetries

We consider the compatibility of the discrete Lax equations (2.1a) and (2.1b) with the continuous
evolutions

0¥ = (Amn + A7) W, (6.1a)
OyVpmn = %Bmmlllmm . (6.1b)
For compatibility with either (2.1a) or (2.1b), A and B must have the following level structure
A = diag(a,(g?n, a%?n, . ,a%\fgl)),
By = diag(bQ),, b0, .. bW Q=6 = diag(bQ) b0, ... bE gkt

The calculations for the two cases are identical, just requiring the change of labels, (u, k1, ¥¢1) —
(v, ka,£2). The condition (2.2) allows them to be simultaneously compatible. The results can be
summarised as follows:

Proposition 6.1 The compatibility of (6.1a) with (2.1a) and (2.1b) leads to the following equa-
tions

8xu£,fb)n = u%)n (agi)ﬂm — a%ﬁfl)), (6.2a)
amvfgn = vﬁ,’"b)n (aﬁ:nﬂ - a%ﬁfm), (6.2b)
where
A o)
I @
whilst the compatibility of (6.1b) with (2.1a) and (2.1b) leads to
Gyu%)’n = b7(7i7,)+1,n — bg,f:;fl), (6.4a)
o0, = b0 L ot (6.4b)
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where

b0 = iR (652
B ) = (635

Equations (6.2) and (6.4) define nonlocal symmetries for our general discrete system (2.5).

The y—flow does not always exist for the degenerate cases of the classification given in Section
2.1.

6.1.1 Quotient Potential Form

Using the quotient potentials (2.8a), equations (6.2) integrate to give ag?,n = 0, (log ¢S,?,n), whilst

(6.3) lead to

(bs;?-i-l n ¢m+1 n Qﬁ%iélln
0y log <¢(i+41) e R (2+€1) , (6.6a)
(4) () (2+€1
¢m,n+1 ¢m,n+1 ¢m n+1
9z log < ¢(i+€2) = B (i+kz)  (itt) | (6.6b)

; (2)
On the other hand, (6.5) lead to b%),n = %, with (6.4) giving

. 1 gt &iﬁfl)
Oy log %—l-nkl) a ¢(i-|:€11—51) ¢ L ’ (6.72)
Pront 1 bt (rla)
oy lo = — - - . 6.7b
v (cz%’”’ B\ohm® ol o)

Equations (6.6) and (6.7) define nonlocal symmetries for the potential system (2.8b).

Example 6.2 (Modified KdV : N = 2, structure (0,1;0,1)) The x flow (see also [1]) takes
the form

02108 (GmnBrmi1n) = <¢m+1,n _ Pmnm ) |

gbm,n ¢m+1,n
¢m n+1 gbm n
8x IOg ¢m,n¢m,n = 5 < : - : .
( +1) ?bm,n ¢m,n+1
The y flow is
¢m+1 n> 1
a0, log < : = gbm,nqu oo T T
Y (bm,n +1 ¢m,n¢m+l,n
@bm n+1 1
58 IOg ( : = @m,n‘ﬁm,n - -
Y ¢m,n o ¢m,n¢m,n+l
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6.1.2 Additive Potential Form
In the additive potential form (2.10a), equations (6.4) immediately integrate to give bs,?,n =
ayx,(i},n, whilst (6.5) lead to

R TN A Coad) B CUNPPY ContR) 1 ¥ Co OB (6.82)
O (U k) = (O (i) g, k), (6.8b)

On the other hand, (6.3) lead to a%{n = X%)n — X%T,fl"“), with (6.2) giving

0, (log (xﬁ?ﬂm - xﬁf;ﬁf”)) = Xy, — it - (Xfﬂéfﬁkl) - x%ﬁf”) ., (6.92)
0y <log (ngi),n-i-l - X%ﬁf”)) = XD itk <x£i,+fﬁk2) - X%J,#)) . (6.9b)

Equations (6.9) and (6.8) define nonlocal symmetries for the potential system (2.10b).

Example 6.3 (Potential KAV : N = 2, structure (0,1;0,1)) The z flows (see also [1]), af-
ter some manipulation, take the form

Oz (Xm+1,n + Xm,n) = (Xm+1,n - Xm,n)2 + o’ )
8x (Xm,n—l—l + Xm,n) = (Xm,n—l—l - Xm,n)2 + 52-

The second function () cannot be removed from the y flow. It remains in the formulae as a
pseudo-potential . Explicitly,

(Xm+1,n - T/Jm,n)2
042

2
Xmnt1 — Ym,
OyXmns  OyXmmn+1 :( - 32 mn) OyXm,n»

ame—l—l,n =
where v, ,, is pseudo-potential such that

(Xm-l—l,n - ¢m,n)(Xm,n - wm-i—l,n) - 0427 (Xm,n-i—l - TZJm,n)(Xm,n - wm,n—i-l) - 52-

In fact, ¢ is another solution of H1 related to y via the above Backlund transformation.

Example 6.4 (Schwarzian KdV : N = 2, structure (1,0;1,0)) The x flows, after some ma-
nipulation, take the form

890 (Xm—i—l,n - Xm,n) = (Xm-l—l,n - Xm,n) (Xm—i—l,n + Xmn — wm—i-l,n - wm,n) )
890 (Xm,n-i—l - Xm,n) = (Xm,n—i—l - Xm,n) (Xm,n-i—l + Xmn — wm,n-‘rl - wm,n) )
where the pseudo-potential v is determined by the relations

Oé2 52
¢m+1,n - wm,n = s ¢m,n+1 - ¢m,n - -
Xm4+1,n — Xm,n Xm,n+1 — Xm,n

The y flow (see also [1]) takes the form

(Xmt1n = Xmn)” (Xmnt1 = Xomyn)*

(8me+1,n) (8me,n) =
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6.2 Associated 2D Toda Lattices

The compatibility condition of (6.1a) and (6.1b) leads to the equations

oyall), = b, — pfith—h), (6.10a)
0y log (b%)n) = a%{n - a%ﬁlkl_zl). (6.10b)

6.2.1 Quotient Potential Form

Here we have

(i)
i i i gbm,n
C%(n),n = 0z (log ¢£n),n) and bgn),n = )
o (6.10b) is identically satisfied, whilst (6.10a) leads to
00,0530, = exp(03), — 055 ~) —exp(O5 ) — 67),), (6.11)

(4)

where ¢S,?,n = exp(@ﬁ,?n). These are the Toda lattice equations for Oy .
The nonlocal symmetries (6.6a) and (6.7a) then take the form of the Backlund transformation

O (0510 = O5E) = o (explO31,, = 05H) — exp(0557) — 055
(6.12)
7 7 1 1 2 — 1 1
0y (88010 = 05E) = — (exp(855) — 055 ) — exp(05) = 03,,))

whilst the nonlocal symmetries (6.6b) and (6.7b) take the form of the Bdcklund transformation

O (O0)sy = 05502)) = B (exp(0)), 1 — O)) — exp(05, 2™ — 0GEE)))
(6.13)
) i 1 ‘ i+ko—1 i 7
0y (0hnss = O55) = 5 (op @l — 005 T™) —exp05 —01)10))
Remark 6.5 (ko — o = k1 — {1 (modN)) Notice that only the combination ki — £y appears in
the Toda lattice equations. The relation (2.2) therefore guarantees that both of these Backlund
transformations lead to the same Toda lattice equations. Furthermore, different choices of k;, ¢;,

subject only to their difference k; —¢; remaining constant, lead to different forms of the Backlund
transformation for the same Toda Lattice equation.

Remark 6.6 (Sum of the Bicklund Equations) Summing the equations of (6.12), we find

(Z 9m+1n> :ax<291+fl> and @(Z 9m+1n> :@(Z 9<2+’f1>

and similarly for (6.13). In fact, as a consequence of (2.9b), we have ZN 19m)n =
As a consequence, only N — 1 of the Bdcklund equations are independent, for each of the
four sets of equations in (6.12) and (6.13).
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Example 6.7 (The Tzitzeica Reduction) The choice N = 3, with k; = 1,¢; = 2 corre-
sponds to the level structure (1,2;1,2) and equation (4.16), which admits the reduction (first
introduced in [10])

¢m,n¢m+1,n+1 (¢m+1,n + ¢m,n+1) =2, (6'14)
where !
’ ’ Pm,n
In the present context, it can be seen that equations (6.11) admit the reduction 99,,”” = —H}n’n =
Orm.ns anm = 0, giving rise to the single component equation
00y, = €Pmm — e=20mn, (6.16)
known as the Tzitzeica equation. However, the reduction of the Béicklund equations to this case
is not so simple. Setting 97(721’” = —97(211771 — 97(2117”, the four independent equations of (6.12)
are
0 (1)
8x9£22|_17n = <66m+1 n+07”’" eeerl n) , (617&)
(eY] (0) (eY]
815(01221-1,11 — Hm’n) = (eeerl n — e 0m+1 n 6m+1 n e'm,n) , (617b)
1 (0) €] (0)
ay(eﬁr?i-l n + Hm’n) — <66m+1 n 0m+1 n gmv” — 0m+1 n) , (617(3)
’ @
1 (0) (1)
Equations (6.17a) and (6.17d) imply
1 _p@ oD
9y [~ fmrin ) =, <ae m+m) . (6.18)
Q@
One option is to set HSLZFML = —Hinzrl » but this immediately implies

(0 — a?0 )(95”11 =0 and (9 — a%9y)0mn =0,
with each function satisfying (6.16), so they represent travelling wave solutions, related by

0 1/ p© o) 1/ p© B
a 97(712!,-1 "= > (eemel n"l‘em,n _ 6m+1 n> , azem’n — 5 (eemel n"l‘em,n —e 9m,n> ,

where each of the two functions depends only upon z = o?x + y.
To avoid this degeneration, we use (6.18) to define the potential function w(x,y), satisfying

1,0 (1)
ae_eerl,n = — 8y log(’u))7 Oéeem+1,n = — al‘ log(w)

The remaining equations of (6.17) then imply

e_‘gwx

3 -0 0
Wez = O, Wy, — Q7€ Wy, Wgy = €W, Wyy = Gyw, — .

where § = 0,,,, and x and y suffices denote partial derivatives. These are the equations derived
by Schief in [12, 13] for the Bécklund transformation of the Tzitzeica equation.
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6.2.2 Additive Potential Form

Here we have

ol = 3~ X and 82, = 0,00

so (6.10a) is identically satisfied, whilst (6.10b) leads to
02108 (0, X00) = 28 — X X

Differentiating this with respect to y and defining p,(f,?,n = log(9, ngln), we obtain an alternative

form of the Toda equations

0u0yply), = 2exp(pli),) — exp(plhit =) — exp(plihi ). (6.19)

6.3 Degenerate Case and Nonlocal Symmetries

We do not have general formulae in this case, so just present an explicit example.

Example 6.8 (Hirota’s KAV Equation) For Hirota’s KdV equation (5.4), a nonlocal sym-
metry is generated by

a
Oz log (Um,n) = —2a£2?n + U — , (6.20a)
Um,n
where
0 a 0 a
ainl—ln = Ummn — - a7(7(7),)n7 agn)n—i-l = Ummn — - asg)n (620b)
’ Um,n ’ ’ U, n41 ’

7 Conclusions & discussion

In this paper we considered the continuous isospectral deformations of our discrete Lax matrices
(2.1), so as to construct differential-difference equations which we interpret as symmetries of the
discrete integrable systems presented in [7].

For the generic coprime case we gave a complete description of isospectral deformations of L
(or M), corresponding to hierarchies of autonomous differential-difference equations. Further-
more, we presented a non-autonomous flow which played the role of a master symmetry, which
was used to generate the autonomous hierarchy. When we ask for compatibility between these
continuous flows and both L and M, then these differential-difference equations are interpreted as
symmetries of the fully discrete system (2.5). This is another manifestation of the integrability
of the fully discrete system.

Once again, the degenerate case is less systematic. Whilst the compatibility with L is still
guaranteed under this reduction, the compatibility with M depends upon the specific values of
ko and f5. Whilst the t—flows continue to exist, the s—flows may trivialise or become nonlocal.
As a result, it is evident that our general construction of the corresponding master symmetry
(o flow) is no longer valid. In this paper we considered two extreme cases of degeneracy. In one
case, with only one zero components (v~ = 0), we could still solve our equations (5.3). On
the other hand, with only one non-zero component (U(O) # 0), we introduced a more general
time evolution (5.11) and derived some interesting single component difference equations, whose
symmetries are Miura related to a Bogoyavlenskii lattice equation. This leaves a plethora of
other degenerate cases, which we believe to be a rich source of low dimensional reductions. We
comment that another Bogoyavlenskii lattice arises in the context of symmetries of the self-dual
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generic system for N = 3 [8]. For N > 3, the corresponding systems give rise to multi-component
generalisations of the Bogoyavlenskii lattice.

In Section 6, we looked at a specific class of nonlocal symmetries and again were able to
give a complete analysis in the generic coprime case. We gave two such symmetries (labelled
x— and y—flows), which again had natural representations in both the quotient and additive
potential forms, giving simple forms for nonlocal symmetries of the corresponding potential
forms of the fully discrete system. These two forms naturally gave rise to two forms of the Toda
lattice equations. The quotient form immediately gives the standard form of the Toda lattice
equations, with the nonlocal symmetries taking the form of components of the corresponding
Béacklund transformation. In fact, for each Toda lattice equation, we obtain a sequence of
different Backlund transformations. Thus, in the three component case with ¢; — k; = 1, we
have three such transformations. These can be reduced to the Backlund transformation for the
Tzitzeica equation [12, 13], but only one case possesses a reduced discrete system (equation
(6.14)).

There are a number of open questions. We currently have no proof that our master symme-
tries generate commuting hierarchies, but have not found a counter-example in our examples.
We have found several reductions to lower dimensional systems (such as (6.14)) but have no
systematic way of analysing these. Master symmetries in the degenerate case can be obtained
through non-isospectral deformations, but extending beyond the simplest examples leads to
non-localities. The connection with well known reduced PDEs, such as the Sawada-Kotera and
Hirota-Satsuma equations is also not clear. In this paper, we restricted our Lax pairs to be
linear in A. Similar Lax pairs, polynomial in A would be interesting to consider.
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